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Cholera is a water-borne disease and a major threat to human society affecting about
3–5 million people annually. A considerable number of research works have already been
done to understand the disease transmission route and preventive measures in spatial or
non-spatial scale. However, how the control strategies are to be linked up with the human
migration in different locations in a country are not well studied. The present investiga-
tion is carried out in this direction by proposing and analyzing cholera meta-population
models. The basic dynamical properties including the domain basic reproduction num-
ber are studied. Several important model parameters are estimated using cholera inci-
dence data (2008–2009) and inter-provincial migration data from Census 2012 for the
five provinces in Zimbabwe. By defining some migration index, and interlinking these
indices with different cholera control strategies, namely, promotion of hand-hygiene and
clean water supply and treatment, we carried out an optimal cost effectiveness analysis
using optimal control theory. Our analysis suggests that there is no need to provide
control measures for all the five provinces, and the control measures should be provided
only to those provinces where in-migration flow is moderate. We also observe that such
selective control measures which are also cost effective may reduce the overall cases and
deaths.

Keywords: Cholera; Metapopulation Model; Optimal Control; Parameter Estimation;
Sensitivity.

1. Introduction

Cholera is a water-borne disease that emerges from Vibrio cholerae bacterium. This
deadliest disease made its first appearance in a devastating form in Bengal and the
Ganges river delta in September 1817.1 During the period 1829–1975, apparently
six more cholera outbreaks happened in many countries of Asia and Africa.2 Very
recently, countries like Zimbabwe (2008–2009), Nigeria (2010), Haiti (2010–2011),
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Vietnam (2009), Ghana (2011), Venezuelan (2011) have faced serious cholera out-
breaks and millions of deaths have been reported. To restrain future outbreak in
these cholera affected countries, a better understanding on disease transmission
routes is required.

Mathematical models are effective in describing different epidemiological sce-
narios. In the literature, several mathematical and computational models can be
found that explore the cholera transmission and its prevention.3–18 Capasso et al.3

developed a mathematical model to study the cholera epidemic occurred in 1973 in
the European Mediterranean region. Codeço4 extended the model of Capasso et al.3

to study the role of aquatic reservoir on the persistence of endemic cholera. Hartley
et al.5 incorporated hyper-infectious state of cholera bacterium in the model to
explain the exponential growth of cholera epidemics. Neilan et al.7 explored the
optimal effect of treatment, vaccination and sanitation for the two cholera endemic
regions: Calcutta and Bogra. Qualitative behaviors of cholera epidemic models have
been well analyzed in Refs. 8–12, etc. However, these studies lack in capturing the
spatial spread of cholera. Recently, inclusion of spatial factors into epidemiological
models receive great attention.19–23 It is obvious that human demographic features
and disease-related parameters vary over the geographical regions.24 Naturally, it
is preferable to encompass spatial arrangement into epidemic models. Space can
be included in the model either in continuous or in discrete way.24,25 Reaction–
diffusion model arises when the spatial context is assumed to be continuous.26,27

On the other hand, division of space into discrete patches leads to metapopulation
models.24,25 Reaction–diffusion models assume that the species under considera-
tion move randomly which is not that much realistic for human population.19,28 In
case of metapopulation model, the discrete regions (patch) are connected through
migration of human population in a patterned way which is more realistic for epi-
demiological studies. In recent years, several studies have been carried out in disease
dynamics metapopulation models (patch model setup) (see Refs. 25; 29–39, etc. and
the references therein). In the context of cholera disease dynamics metapopulation
model, a lot of works have also been done (Refs. 28–42, etc). Njagarah et al.28 for-
mulated a two-patch cholera model and studied the effect of unrestricted migration
of human in disease invasion. A mathematical model of cholera in patchy environ-
ment with both human and water movements is formulated by Eisenberg et al.2

Bertuzzo et al.41 studied the role of hydrology and population distribution along
the water network in disease elimination. Robertson et al.42 proposed a 2-patch
cholera model with common water source and explored the effect of transmission
heterogeneity in final outbreak size and the efficacy of intervention strategies. How-
ever, very few authors have explored the effect of different intervention measures
for controlling the cholera epidemic in patchy environment. Kelly et al.43 investi-
gated the impact of spatial arrangement on the spread and management strategies
of cholera outbreak. They studied the effect of vaccination strategy in two spatial
settings: linear arrangement and hub arrangement. Knipl44 described how the role
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of different control strategies can be investigated by using target reproduction num-
ber and type reproduction number in a metapopulation epidemic model. She also
showed that variations in human migration rate between the patches can be useful
in preventing outbreak. To the best of our knowledge, no study has been carried
out to explore how the implementation of control strategies could be linked up
with human mobility. In this study, we attempt to investigate a possible connection
between intervention strategies and human migration with an aim not to provide
intervention strategies to all the provinces but to the province(s) where in-migration
and/or out-migration flow is higher in compare to the other provinces.

In Sec. 2, we formulate a cholera model in a patchy environment. Some epi-
demic threshold quantities of the model (2.1) are discussed in Sec. 3. In Sec. 4,
mathematical properties of the model (2.1) are analyzed. Section 5 is devoted to
the aspect of sensitivity analysis. We calibrate our model to cholera data (weekly
cumulative cases and deaths) for five provinces of Zimbabwe in Sec. 6. In Sec. 7, we
introduce some indices related to human movement between provinces. To study
the consequences of control strategies, an extended version of our model is pre-
sented in Sec. 8. An optimal cost effectiveness study of two cholera interventions in
different human migration scenarios is executed in Sec. 9. This paper ends with a
brief discussion (Sec. 10) on the results obtained from our study.

2. Formulation of Model

Several mathematical models are studied the transmission dynamics of cholera.
Capasso et al.3 formulated a mathematical model by considering two compartments:
infected human population and bacterial population. Codeço4 modified the model
of Capasso et al. by including the susceptible population. Hartley et al.5 extended
the model of Codeço4 by incorporating the hyper infectious state of bacteria into
the model. However, Sardar et al.45 modified the model of Ref. 5 by including
variable human population size, cholera-related death rate and the effect of natural
immunity loss to cholera in a time-periodic environment. All the above said models
did not consider the spatial heterogeneity. We basically extended the model of
Sardar et al.45 in patchy environment setting. That is, instead of assuming the
whole space under considered as homogeneous we divided the whole space into
discrete regions and formulated a set of ordinary differential equations for each
region. We also consider explicit human migration in the model to get a better
insight of the realistic situation. To incorporate the human migration in the model,
generally two types of approaches are considered: (i) Lagrangian approach and (ii)
Eulerian approach.32,46 In Lagrangian approach, the daily migration or commuting-
type migration of human are considered. On the other hand, the life-time migration
or long term migration are considered in Eulerian approach. However, in this study,
we have only the inter-provincial migration data of Zimbabwe, which are life-time
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or long term in nature.9 Therefore, we adopt the Eulerian approach to incorporate
the human migration in our model.

The model in this study is developed by considering human migration between
patches in a meta-population setting. The model is based on the following assump-
tions:

• We consider n patches representing n distinct provinces. The total population
is distributed over these n provinces depending on their geographical locations.
The patches are connected through human migration.

• Human population from different patches shares a common water source.42,48

• We do not consider the bacterial migration through hydrological links.42,48

Let, Si, Ii, Ri denote the number of humans in patch i (1 ≤ i ≤ n) who are
susceptible to, infectious with, and recovered from cholera, respectively. Suscepti-
ble human is recruited at a constant rate in the population and receive infection
through bacteria after consuming contaminated water. After some course of time,
infected population get natural recovery from the infection. However, human pop-
ulation do not get permanent recovery from the infection, after some time, they
again become susceptible. Infected individuals discharge hyper infectious cholera
bacterium into the water sources during the infectious period. We assume that
the rates of migration between the patches of human population depend on the epi-
demiological status of individuals and they do not change their disease status during
movement. Let mX

ij for X = S, I,R are the constant migration rates from patch j

to patch i for i �= j of susceptible, infectious, recovered human population respec-
tively, with mX

ii = 0 for i = 1, 2, . . . n. The migration rate matrices MX = [mX
ij ]

for X = S, I,R are assumed to be irreducible, which means all the patches are
strongly connected. However, in general, the migration data are available as the
total number of population migrated from one patch to another in a given dura-
tion of time. The data usually does not contain the exact number of susceptible,
infected or recovered individuals migrated from one patch to another. Therefore,
we assume that for each patch ps, pi, pr are the proportions of susceptible, infected,
and recovered individual respectively who migrated to the other patches. As the
ps, pi, pr are proportions of the total individual, they are related by the equation
ps + pi + pr = 1. Thus, the migration rates mX

ij are given by mX
ij = pXmij for

X = S, I,R, where mij denotes the migration rate of the total human population
from patch j to patch i.

The bacterial population (i.e., Vibrio cholerae) is divided into two states namely,
hyper-infectious bacterial population and low-infectious bacterial population.5 The
concentrations of hyper-infectious vibrios and low-infectious vibrios in the contam-
inated water source are denoted by BH and BL, respectively. Bacterial population
decays from hyper infectious state to low infectious state at a constant rate. The
provinces considered in this study share a common water source (ZINWA),49 and
hence we do not consider the bacterial movement between the patches.
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Based on the above assumptions, the basic cholera meta-population model is
given below:

dSi

dt
= Λi − βH

i BH

KH +BH
Si − βL

i BL

KL +BL
Si − µiSi +

n∑
j=1

mS
ijSj −

n∑
j=1

mS
jiSi + ωiRi,

dIi
dt

=
βH

i BH

KH +BH
Si +

βL
i BL

KL +BL
Si − (µi + δi + γi)Ii +

n∑
j=1

mI
ijIj −

n∑
j=1

mI
jiIi,

dRi

dt
= γiIi − (ωi + µi)Ri +

n∑
j=1

mR
ijRj −

n∑
j=1

mR
jiRi,

Table 1. Description of parameters for cholera models (2.1) and (8.1).

Parameters Description Value Reference

Λi Human recruitment 6.02 · 10−4(Si(0) + Ii(0) 45

rate in patch i +Ri(0)) week−1

βH
i Transmission rate of hyper-infectious Estimated

cholera bacterium in patch i
βL

i Transmission rate of low-infectious Estimated
cholera bacterium in patch i

KL Half saturation constant of 106 cells/ml 4, 5
low-infectious bacterium

KH Half saturation constant of KL/700 cells/ml 5, 63
high-infectious bacterium

µi Death rate of Human 3.08 · 10−4 week−1 53
in patch i

ωi Rate of loss of immunity of 0.0238 week−1 45, 67
recovered population in patch i

δi Cholera related death Estimated 51
rate in patch i

γi Natural recovery rate of infected 1.4 week−1 68, 69
population in patch i

ξi Shedding rate of cholera Estimated
infected human in patch i

χ Rate of decay from hyper-infectious 33.6 week−1 63
to low-infectious bacterium

δL Death rate of vibrios in water 7
30

week−1 5, 45
ps The proportion of migration rates for Estimated

susceptible population
pi The proportion of migration rates for Estimated

infected population
pr The proportion of migration Estimated using

rates for recovered population the relation
ps + pi + pr = 1

mX
ij Migration rates of human for health Estimated

status X from patch j to patch i; X
denotes S, I, R

θi Rate of reduction in bacterial ingestion (0−0.8) week−1 45
by promoting PH and CW
supply in patch i

αi Proportion of infected getting (0−0.7) week−1 45
treatment in patch i
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dBH

dt
=

n∑
i=1

ξiIi − χBH ,

dBL

dt
= χBH − δLBL, where, mS

ij = psmij , mI
ij = pimij ,

mR
ij = prmij , i, j = 1, 2, . . . , n.

(2.1)

For biological feasibility, we assume all the parameters of the cholera
model (2.1) to be non-negative. Description and biological interpretations of the
model (2.1) parameters are provided in Table 1.

Our next job is to define some epidemiological threshold quantities namely
domain reproduction number and two partial reproduction numbers.

3. Basic Reproduction Number

The model (2.1) has a unique disease-free equilibrium (DFE) which is given by
E0 = (S0

1 , 0, 0, S
0
2 , 0, 0, . . . , S

0
n, 0, 0, 0, 0) ∈ R

3n+2
+ .

Following Refs. 25 and 31, the new infection matrix (F ) and the transmission
matrix (V ) are given below:

F =




0 0 · · · 0
βH

1

KH
S0

1

βL
1

KL
S0

1

0 0 · · · 0
βH

2

KH
S0

2

βL
2

KL
S0

2

...
...

...
...

...
...

0 0 · · · 0
βH

n

KH
S0

n

βL
n

KL
S0

n

0 0 · · · 0 0 0

0 0 · · · 0 0 0




,

V =




(µ1 + δ1 + γ1)

+
nX

j=1

mI
j1 −mI

12 · · · −mI
1n 0 0

−mI
21 (µ2 + δ2 + γ2) +

nX

j=1

mI
j2 · · · −mI

2n 0 0

...
...

...
...

...
...

−mI
n1 −mI

n2 · · · (µn + δn + γn) +
nX

j=1

mI
jn 0 0

−ξ1 −ξ2 · · · −ξn χ 0

0 0 · · · 0 −χ δL




.
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The domain reproduction number, R0
2 of the model (2.1) is defined as follows:

R0 = ρ(FV −1), (3.1)

where ρ(A) denotes the spectral radius of the matrix A.
We define, Rl, the partial reproduction number due to low infectious bacterium

and Rh, the partial reproduction number due to high infectious cholera bacterium,
satisfying the relation R0 = Rl + Rh.6 The analytical expressions of Rl and Rh

are provided below:

Rl = ρ(FV −1|βH
i =0), i = 1, 2, . . . , n, (3.2)

and

Rh = ρ(FV −1|βL
i =0), i = 1, 2, . . . , n. (3.3)

In the following section, some basic mathematical properties of the model (2.1)
are discussed (detail derivation and proofs of the theorems are given in Supple-
mentary).

4. Mathematical Properties of the Model (2.1)

Lemma 1. The system of equations (2.1) preserve the positivity of the solutions.

Proof. For proof see Supplementary.

Lemma 2. The solutions (Si(t), Ii(t), Ri(t), BH(t), BL(t)) of the system (2.1) are
uniformly and ultimately bounded in R

3n+2
+ .

Proof. For proof see Supplementary.

Theorem 1. There exits a unique DFE, E0 = (S0
1 , 0, 0, S

0
2 , 0, 0, . . . , S

0
n, 0, 0, 0, 0) ∈

R
3n+2
+ for the system (2.1).

Proof. For proof see Supplementary.

Theorem 2. Suppose that the movement matrix M I is irreducible. Then the fol-
lowing results hold for the system (2.1):

(1) If R0 < 1, then the disease-free equilibrium E0 is globally asymptotically stable
in Ω.

(2) If R0 > 1, then the disease-free equilibrium E0 is unstable and the system (2.1)
is uniformly persistent.

Proof. For proof see Supplementary.

Theorem 3. Suppose that the M I is irreducible. If R0 > 1, then there exits at
least one endemic equilibrium for the system (2.1).

Proof. For proof see Supplementary.
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Theorem 4. Assume that MS = M I = MR = 0 and ωi = 0, for i = 1, 2, . . . , n. If
R0 > 1, then the endemic equilibrium E∗ of (2.1) is unique and globally asymptoti-
cally stable in int(Ω) under some assumptions (see Supplementary).

Proof. For proof see Supplementary.

Section 5 discusses the sensitivity analysis of domain reproduction number, R0

with the model parameters.

5. Sensitivity Analysis

We executed sensitivity analysis of domain reproduction number, R0, with the
model parameters. Following Ref. 50, partial rank correlation coefficients (PRCC)
between the domain reproduction number R0 and the model parameters have been
calculated. Using Latin hypercube sampling (LHS), 1000 samples were drawn for
each parameter from a feasible range of the parameters. It has been observed that
transmission rates of low infectious bacterium and high infectious cholera bacterium
(βH

i and βL
i ) and the shedding rates of cholera infected human (ξi) are significantly

correlated with the domain reproduction number, R0. The PRCC values of the
significant parameters are listed in Table 2.

In the next section, we shall validate our model to cholera incidence (2008–2009)
data obtained from five provinces of Zimbabwe.

6. Model Calibration

A massive cholera outbreak happened in Zimbabwe during the period 2008–2009.
The weekly case and death data during this period are readily available in the
website of WHO.51 Therefore, we have chosen the weekly data for cholera cases
and deaths during the above said period in our study. We calibrated cholera meta-
population model (2.1) to the weekly cumulative cholera incidence from the five
provinces of Zimbabwe: Harare, Manicaland, Mashonaland Central and Mashona-
land East, Mashonaland West during 2008–09. Weekly cumulative cases and deaths
of cholera were obtained for the period 13th November 2008–31st July 2009 from
WHO.51

Table 2. PRCC values between the domain reproduction number R0 and the model parameters.

Parameters PRCC-values

[βH
1 ,βH

3 ,βH
3 ,βH

4 ,βH
5 ] [0.561, 0.509, 0.503, 0.503, 0.507]

[βL
1 ,βL

3 ,βL
3 ,βL

4 ,βL
5 ] [0.148, 0.095, 0.172, 0.087, 0.156]

[ξ1,ξ2,ξ3,ξ4,ξ5] [0.584, 0.573, 0.580, 0.571, 0.586]
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6.1. Demographic data

Total number of affected population of these five provinces is taken from WHO,52

whereas birth and death rates are taken from The World Factbook-CIA.53

6.2. Migration data

The inter-provincial migration data of the different provinces of Zimbabwe are taken
from the Census Report, 2012.9 The data provided in Ref. 9 (Table 3.2a) are given
in a matrix format. The column of this matrix indicates the province of birth of the
individuals and the rows indicates the place of current residence of the individuals.
Therefore, the (i, j)th entry of this matrix indicates the number of persons moving
from jth province to the ith province between 2002 and 2012. The weekly migration
rates between different provinces are calculated by the following formula: mij =
Aij

Hj
× 7

365×10 , where Aij is the (i, j)th entry of the inter-provincial migration matrix
and Hj is the total population of the jth province.

6.3. Estimation procedure

The significant parameters which we have estimated from the data are (i) transmis-
sion rate of high and low infectious cholera bacterium (βi

H and βi
L, respectively),

(ii) shedding rate of cholera infected human (ξi). The proportions of migration rates
for susceptible, infected, and recovered human population in different provinces are
taken as ps, pi, and pr. We estimated ps, pi, and the relation ps + pi + pr = 1
is utilized to estimate pr. As the initial conditions of the model (2.1) states are
uncertain, we prefer to estimate those from the data. However, the initial infected
human population is taken from the data.

The cumulative cases and cumulative deaths for the jth province from the model
(2.1) are given by

Cj(t, θ) = Cj(0) +
∫ t

0

Sj(τ)(λj
H(τ) + λj

L(τ))dτ,

Dj(t, θ) = Dj(0) + δj

∫ t

0

Ij(τ)dτ, j = 1, 2, . . . , 5,

(6.1)

where θ ∈ R
d consists of all the unknown variables of the cholera model (2.1). The

expressions of λj
H and λj

L are as follows:

λj
H =

βH
j BH

KH +BH
,

λj
L =

βL
j BL

KL +BL
, j = 1, 2, . . . , 5.

The sum of square function for the model (2.1) consists of two sum of square
functions: sum of square functions for the cases and those of the deaths are given
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by

SSj(θ) = SSC
j (θ) + SSD

j (θ), j = 1, 2, . . . , 5 (6.2)

where the sum of square functions for the cases and the deaths are given as follows:

SSC
j (θ) =

N∑
i=1

[Cj(ti) − C(ti, θ))]2,

SSD
j (θ) =

N∑
i=1

[Dj(ti) −D(ti, θ))]2, j = 1, 2, . . . , 5

(6.3)

where Cj(ti) andDj(ti) are the observed data at the tith week and N is the number
of data points. In this study, N equals 37.

For the estimation of unknown parameters of the model (2.1), the following
methodology is utilized45:

(1) 1000 samples were drawn for the unknown parameter set θ of the model (2.1)
using the LHS technique.

(2) We performed the nonlinear least-square method to minimize the sum of square
function (6.2) with θ as initial input. Therefore, we obtain 1000 samples of θ̃
after each least-square step. MATLAB-based optimizer lsqcurvefit (Mathworks,
R2015a) was used to minimize SSj(θ) defined in Eq. (6.2).

Fig. 1. Model fitting to cumulative cholera cases from five provinces of Zimbabwe. Blue circles
are the discrete data points and solid black curve is model solution. Shaded region represent 95%
confidence interval.
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Fig. 2. Model fitting to cumulative cholera deaths from five provinces of Zimbabwe. Blue circles
are the discrete data points and solid black curve is model solution. Shaded region represent 95%
confidence interval.

(3) Among these 1000 samples of θ̃, we choose that θ̃ for which SSj(θ) has a min-
imum value. Then we drew 10,000 posterior MCMC samples using Delayed
Rejection Adaptive Metropolis Hastings (DRAM) algorithm54,55 by passing
this minimum θ̃ as the initial guess for the MCMC run. For the convergence of
the chain, Gewekes Z-score has been examined.

Fitting of model (2.1) to cholera cases and deaths for the five provinces is
depicted in Figs. 1 and 2. The estimated parameters and initial conditions of the
model (2.1) are given in Tables 3 and 4. 95% confidence region is sketched around
the estimated values of the parameters and the initial conditions (see Tables 3
and 4).

Table 3. Estimated parameter values of the model (2.1) for the five provinces of Zimbabwe. All
data are given in the format [mean (95% CI)].

Zimbabwe province βH(week−1) βL(week−1) ξ
` cells
mL·person·week

´

Harare 1.9353E − 04 0.0011 1.8480

(1.6806E − 05 − 4.9551E − 04) (7.5791E − 04 − 0.0014) (1.1038 − 2.7257)

Manicaland 3.9800E − 04 5.9903E − 04 25.6696

(3.7264E − 05 − 7.9839E − 04) (2.4766E − 04 − 0.0011) (5.0349 − 47.9809)

Mashonaland Central 0.0013 1.8891E − 04 10.3194

(8.0247E − 04 − 0.0020) (1.4962E − 05 − 4.8585E − 04) (1.6044 − 26.5378)

Mashonaland East 1.1296E − 04 3.7414E − 04 10.7567

(8.8175E − 06 − 2.8630E − 04) (2.3217E − 04 − 5.3192E − 04) (3.4379 − 18.3966)

Mashonaland West 8.7124E − 04 0.0012 21.5661

(2.2158E − 04 − 0.0017) (7.0144E − 04 − 0.0018) (14.6307 − 28.7321)
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Table 4. Estimated initial demographic variables of the model (2.1) for the five provinces of
Zimbabwe. All data are given in the format [mean (95% CI)].

Zimbabwe province S(0) (person) R(0) (person)

Harare 1.2346E06 6.5145E03
(1.0185E06 − 1.6141E06) (2.2263E03 − 9.7399E03)

Manicaland 1.4464E06 4
(1.1011E06 − 1.6511E06) (2 − 6)

Mashonaland Central 7.5027E05 33
(5.2649E05 − 1.0156E06) (13 − 47)

Mashonaland East 1.1509E06 328
(8.3616E05 − 1.3077E06) (62 − 625)

Mashonaland West 1.0937E06 40
(8.4185E05 − 1.2844E06) (26 − 49)

In the next section, we shall define few indices corresponding to human migra-
tion. These indices will be utilized to explore the possible link between the migration
and intervention strategy.

7. Migration Index

Human migration or mobility (intercontinental, intracontinental, interregional, etc.)
is technically defined as the processes through which human beings change their
location in order to fulfill their purposes. Basically, migration process consists of
in-migration and out-migration. In-migration means people moving into one place
from another place whereas out-migration means people moving out of one place
to another place.

Many authors have shown that human migration plays a key role on the spa-
tial spread of infectious disease.33,44,56,57 Therefore, it is expected that, intervention
strategies might be more effective if they are linked with human mobility. Implemen-
tation cost of intervention might be significantly reduced if it is targeted to those
patches with high migration (in or out) rates compared to those strategies targeting
all the patches. Naturally, to compare migration rates between the patches, we need
to define following two indices:

(1) In-migration index is denoted by IX
p and is defined by IX

p =
Pn

j=1 mX
pj

n−1 , for
a particular patch p (1 ≤ p ≤ n) and for a disease status X (X= S or I) of
human.

(2) Out-migration index is denoted by OX
p and is defined by OX

p =
Pn

j=1 mX
jp

n−1 ,
for a particular patch p (1 ≤ p ≤ n) and for a disease status X (X= S or I) of
human.

In-migration index of a patch p measures the mean proportions of individuals
that visit patch p from all other patches. Out-migration index of a patch p measures
the average proportions of individuals that leaves patch p. Therefore, by computing
these two indices, we can compare migration rates between the patches.
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(a) (b)

(c) (d)

Fig. 3. In-migration indices and out-migration indices for five provinces of Zimbabwe for different
epidemiological status. (a) In-migration indices for susceptible humans. (b) Out-migration indices
for susceptible humans. (c) In-migration indices for infected humans. (d) Out-migration indices
for infected humans. Where, Har =Harare, Man =Manicaland, Ma-c= Mashonaland Central,
Ma-e=Mashonaland East, and Ma-w= Mashonaland West. Data used to draw this box and
whisker plot on migration indices are taken from estimated migration rates table (see Supple-
mentary Tables 1 and 2).

Migration indices are calculated utilizing the migration data9 (see Fig. 3 and
Supplementary Table 4) for the patches. In-migration indices for the provinces
Harare, Mashonaland East, and Mashonaland West are found to be higher than
the provinces Manicaland and Mashonaland Central (see Fig. 3 and Supplementary
Table 4). However, in Mashonaland East, Harare and Manicaland, the out-
migration indices are found to be greater than Mashonaland Central, and Mashona-
land West (see Fig. 3). In-migration index for the province Harare is found to be
higher than the other provinces. This is quite natural as Harare is the capital and
the most developed city in Zimbabwe.

In the next section, we shall extend the cholera model (2.1) to study the effect
of two interventions namely promoting hand-hygiene, and clean water distribution
and treatment.

8. Extended Model with Intervention Strategies

There are several control strategies to control cholera epidemic. Promotion of
hand-hygiene, clean water supply, treatment, vaccination, sanitation are the most
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studied control options in the literatures. Neilan et al.7 examined the effect of three
control strategies — treatment, sanitation and vaccination — and applied it to the
cholera outbreak data of Bogra and Calcutta (1900). Sardar et al.45 considered four
intervention strategies e.g., hand-hygiene and clean water supply, treatment, vacci-
nation and sanitation to the Zimbabwe Cholera epidemic from 2008 to 2011. They
showed that hand-hygiene, and clean water supply and treatment are more effective
in comparison to other four intervention strategies. Being motivated by this result,
we only adopt these two intervention strategies to study the effect of cholera control
strategies on the Zimbabwe cholera epidemic. We assume that by adopting the first
control strategy, the bacterial ingestion will be reduced by a fraction of (1 − θi(t))
in each patch i = 1, 2, . . . , n, where θi(t) is the relative rate of reduction in bacte-
rial ingestion per week in patch i by promoting hygiene practice. For the second
intervention strategy, it is assumed that αi(t) portion of infected people get the
treatment in patch i per week. The relative rate of natural recovery of the treated
people is increased by λ. The antibiotics used in the treatment process affect the
excretion of the treated people.58 Therefore, the relative shedding rate is reduced
by a fraction ψ for αi proportion of the people in patch i. Thus, the contribution
of hyper-infectious bacteria coming from the treated people is given by the expres-
sion

∑n
i=1 ψαiξiIi. The shedding rate of the (1 − αi) portion untreated individual

would be unchanged. Therefore, the contribution coming from the untreated people
is given by

∑n
i=1(1 − αi)ξiIi.

The model (2.1) with the above two intervention strategies is now extended to
the following model:

dSi

dt
= Λi − (1 − θi)

[
βH

i BH

KH +BH
+

βL
i BL

KL +BL

]
Si − µiSi +

n∑
j=1

mS
ijSj

−
n∑

j=1

mS
jiSi + ωiRi,

dIi
dt

= (1 − θi)
[

βH
i BH

KH +BH
+

βL
i BL

KL +BL

]
Si − [µi + δi + (1 − αi)γi

+λαiγi]Ii +
n∑

j=1

mI
ijIj −

n∑
j=1

mI
jiIi,

dRi

dt
= [(1 − αi)γi + λαiγi]Ii − (ωi + µi)Ri +

n∑
j=1

mR
ijRj −

n∑
j=1

mR
jiRi,

dBH

dt
=

n∑
i=1

ψαiξiIi +
n∑

i=1

(1 − αi)ξiIi − χBH ,

dBL

dt
= χBH − δLBL, i = 1, 2, . . . , n.

(8.1)
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The biological interpretations and the ranges of the parameters for the cholera
intervention model (8.1) are given in Table 1.

Our next job is to explore the optimal effect of two interventions by minimizing
their implementation cost in different migration scenario.

9. An Optimal Cost Effectiveness Study in Different
Migration Scenario

In order to determine the optimal intervention strategy/strategies i.e., the strategies
for which there will be reduction of the cholera cases and deaths with minimal cost,
we apply techniques of optimal control theory.59–61 We construct the following cost
function:

J(θi, αi) =
∫ T

0

[
A

n∑
i=1

δiIi +B

n∑
i=1

θi + C

n∑
i=1

αiIi +D

n∑
i=1

θ2i + E

n∑
i=1

α2
i

]
dt.

(9.1)

Here, T denotes the number of weeks for which interventions are applied. The first
term in the right-hand side of (9.1) is the cost of death due to cholera. Among
the remaining four terms, the first two terms represent the costs associated with
the implementation of two intervention strategies, namely hand hygiene, and clean
water distribution and treatment, respectively. The last two terms (nonlinear terms)
in (9.1) are the costs of interventions in emergency situations. In the expression of
objective function J , A is the cost of productive time lost per premature death. The
costs of percent reduction in bacterial ingestion rate by promoting hand-hygiene
and water supply in normal situation and in emergency situation are denoted by B
and D respectively. The costs B and D, are the costs associated in implementing
the control strategy promotion of hand-hygiene and water supply in two different
situations. Since the level of complicacy in implementing the intervention strategy
is different for the two different situations, the costs B and D are taken to be
different. The costs for treatment of mild cholera cases and for severe cases are
denoted by C and E, respectively. These fixed cost coefficients (i.e., A, B, C, D, E)
are taken from Ref. 45. Following Ref. 45, fixed costs are transformed to subsequent
intervention year costs.

A dynamical control method is used to minimize the objective function J

with respect to different control parameters θi(t), αi(t) to determine the optimal
intervention measures. Pontryagin’s Maximum Principle61 is applied to solve this
optimal control problem. By using this principle, the differential equation corre-
sponding to the adjoint variables, boundary conditions, characterization of the
optimal control estimates θ∗i (t) and α∗

i (t) can be obtained.62 From Pontryagin’s
Maximum Principle, the representation of the control estimates is obtained in terms
of the state variables and the corresponding adjoint variables. The problem of min-
imizing the objective functional with the respective constraints is converted by
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the principle into the problem of minimizing the corresponding Hamiltonian with
respect to the controls at any instant of time t. In this optimal control problem,
the Hamiltonian is given by

H =
n∑

i=1

[AδiIi +Bθi + CαiIi +Dθ2i + Eα2
i ]

+
n∑

i=1

λSi

[
Λi − (1 − θi)

(
βH

i BH

KH +BH
+

βL
i BL

KL +BL

)
Si − µiSi

+
n∑

j=1

mS
ijSj −

n∑
j=1

mS
jiSi + ωiRi




+
n∑

i=1

λIi

[
(1 − θi)

(
βH

i BH

KH +BH
+

βL
i BL

KL +BL

)
Si − (µi + δi + (1 − αi)γi

+λαiγi)Ii +
n∑

j=1

mI
ijIj −

n∑
j=1

mI
jiIi




+
n∑

i=1

λRi


((1 − αi)γi + λαiγi)Ii − (ωi + µi)Ri +

n∑
j=1

mR
ijRj −

n∑
j=1

mR
jiRi




+λBH

[
n∑

i=1

ψαiξiIi +
n∑

i=1

(1 − αi)ξiIi − χBH

]
+ λBL [χBH − δLBL],

(9.2)

where, λSi , λIi , λRi , λBH , and λBL are the adjoint variables corresponding to state
variables Si, Ii, Ri, BH , and BL. The first term in the expression of Hamiltonian is
the integrand of the cost function (9.1). The remaining terms are constructed by
multiplying each of the adjoint variables with the corresponding right-hand side of
the system of differential equations (8.1).

The set of differential equations corresponding to the adjoint variables is
obtained by, dλX

dt = − ∂H
∂X , where X = Si, Ii, Ri, BH , BL and given by the following

system of differential equations:

dλSi

dt
= −


λSi


(1 − θi)

(
βH

i BH

KH +BH
+

βL
i BL

KL +BL

)
− µi −

n∑
j=1

mS
ji




+λIi

(
(1 − θi)

(
βH

i BH

KH +BH
+

βL
i BL

KL +BL

))]
,
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dλIi

dt
= −


Aδi + Cαi − λIi


µi + δi + (1 − αi)γi + λαiγi +

n∑
j=1

mI
ji




+λRi((1 − αi)γi + λαiγi) + λBH (ψαiξi + (1 − αi)ξi)


,

dλRi

dt
= −


λSiωi + λRi


−(ωi + µi) −

n∑
j=1

mR
ji




,

dλBH

dt
=

n∑
i=1

(λSi − λIi )
(1 − θi)βH

i KHSi

(KH +BH)2
+ χ(λBH − λBL),

dλBL

dt
=

n∑
i=1

(λSi − λIi )
(1 − θi)βL

i KLSi

(KL +BL)2
+ λBLδL, i = 1, 2, . . . , n.

(9.3)

The boundary conditions are given by λX(T ) = 0, where X = Si, Ii, Ri, BH , BL.

The optimal control estimates are characterized as follows:

θ∗i = max(0,min(θ̃i, θ
i
max))

α∗
i = max(0,min(α̃i, α

i
max)), i = 1, 2, . . . , n

(9.4)

where θi
max and αi

max are the maximum efforts of the controls θi and αi, respectively.
The expressions of θ̃i and α̃i are obtained by equating the terms ∂H

∂θi
and ∂H

∂αi
to

zero, respectively. The expressions of θi and αi are given as follows:

θ̃i =
(λIi − λSi)

(
βH

i BH

KH+BH
+ βL

i BL

KL+BL

)
Si −B

2D

α̃i =
[(1 − λ)γi(λRi − λIi) + (1 − ψ)ξiλBH − C]Ii

2E
, i = 1, 2, . . . , n.

(9.5)

The set of differential equations (8.1) for the state variables along with the set of
differential equations (9.3) corresponding to the adjoint variables with the above
control characterization (9.4) are solved numerically. The state system is solved for-
ward in time and the adjoint system is then solved backward in time by following.59

Due to limited resources in a cholera prone region like Zimbabwe and other devel-
oping countries, targeting a fewer regions for implementation of control strategies
appears to be quite reasonable. Since the immigration and emigration between the
provinces play a key role in varying population size, the migration indices defined
in our study is crucial to determine the target patches. The main objective of this
optimal cost effectiveness study is to provide a possible answer to the question:
Is it advantageous to implement intervention strategies in fewer patches instead
of all? The patches where control strategies should be implemented are identified
by utilizing the migration indices. Such patches are selected on the basis of higher
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in-migration index and higher out-migration index. However, to find an answer to
the above-mentioned question, the optimal effect of two cholera interventions (PH
and CW distribution and treatment) and their layered combinations in different
scenarios depending on human mobility are studied in the following settings:

(1) Promotion of PH and CW supply to all the five provinces.
(2) PH and CW in three provinces — Harare (1), Manicaland (2), Mashonaland

East (4) — with higher out-migration index.
(3) PH and CW also in three provinces — Harare (1), Mashonaland East (4),

Mashonaland West (5) — with higher in-migration index.
(4) Providing treatment (Tr) to cholera patients in all provinces.
(5) Providing Tr in the provinces 1, 2, 4.
(6) Providing Tr also in the provinces 1, 4, 5.
(7) Combinations of PH and CW with Tr in all the provinces.
(8) Combinations of PH and CW with Tr in the provinces 1, 2, 4.
(9) Combinations of PH and CW with Tr also in the provinces 1, 4, 5.

The average coverage percentages (per week) of PH and CW distributions θ̂is and
treatment α̂is are estimated using the following formulas:

θ̂i =
R

T
0 θci(t)dt

T × 100 and α̂i =
R

T
0 αci(t)dt

T × 100, where θci(t) and αci(t) are
the optimal rates of PH and CW distribution and treatment, respectively, for ith
patch, for which the cost function J is minimum.

Cost per averted case and death for an intervention is calculated using the
following formulae:

Cost per averted case =
Total cost of an intervention

Total number of cases averted by that intervention
,

Cost per averted death =
Total cost of an intervention

Total number of deaths averted by that intervention
.

Dividing the cost per averted case and death by the total number of patch, the
average costs are also calculated for each of the five provinces.

10. Results and Discussion

A major threat to human society is vibrio cholerae which has caused seven pan-
demics since 1817.1 Several studies have been carried out both on non-spatial and
spatial scales with an aim to reduce the burden of the diseases by implement-
ing intervention strategies. Unfortunately, the link between human migration and
intervention strategies is still missing. To fill up this gap, we proposed and ana-
lyzed cholera meta-population models (2.1) and (8.1) for having a possible link
between human mobility in five provinces of Zimbabwe with intervention strategies
(hand-hygiene & clean water distribution and treatment). The basic aim of such
study is to point out the provinces where the interventions should be provided at
a minimum implementation cost.
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To establish our goal, we first estimated several important parameters of the
cholera model (2.1) including the transmission rates of highs and low infectious
cholera bacterium (βH

i and βL
i , respectively) for the five provinces (see Table 3). It

is observed that the average low-infectious transmission (βL =
Pn

i=1 βL
i

n ) is found

to be greater than the average high-infectious transmission (βH =
Pn

i=1 βH
i

n ) for the
five provinces. This means that the contacts of susceptible human population with
the water containing hyper-infectious cholera bacterium is less frequent than the
contacts with water contaminated with low-infectious cholera bacterium. This might
happen due to the fact that the hyper-infectious bacteria is short lived compared
to low-infectious bacterium.63 However, these estimates are in accordance with the
previous studies.6,45 Estimates for the shedding rate by infected human (ξi) (see
Table 3) vary in 101 scale over the provinces which agree with the estimates given
in Ref. 45. From the expression of the domain basic reproduction number R0 in

Fig. 4. Box and whisker plot of the projected cases in different provinces for different intervention
settings during the epidemic in 2008–09, where, B is the base cases during 2008–09 epidemic pre-
dicted by the cholera model (2.1). I1 = promotion hand-hygiene and clean water distribution (PH
and CW) in all five provinces, I2 = PH and CW in three provinces with higher out-migration index,
I3 = PH and CW in three provinces with higher in-migration index, I4 =Providing treatment (Tr)
to cholera patients in all provinces, I5 = Providing Tr in three provinces with higher out-migration
index, I6 =Providing Tr in three provinces with higher in-migration index, I7 = Combination of
PH and CW with Tr in all five provinces, I8 =Combination of PH and CW with Tr in three
provinces with higher out-migration index, and I9 =Combination of PH and CW with Tr in three
provinces with higher in-migration index. This prediction is based upon estimated parameters of
the model (2.1) for the five provinces (see Table 1) and minimizing the cost function J in (9.1)
with respect of intervention parameters.
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(3.1), it is clear that R0 depends upon several important parameters including two
transmission rates (βH

i and βL
i ) and shedding rates (ξi). Therefore, using estimated

model parameters (see Table 3), the domain basic reproduction number2,64 R0 is
found to be 1.5371 (1.2098–1.7958). We also estimated two partial reproduction
numbers Rl (0.3520 [0.1781–0.5981]) and Rh (1.1852 [0.7450–1.5765]) defined
in Eqs. (3.2) and (3.3) from our model. The estimated value of Rh is found to
be higher than Rl. This indicates that in these five provinces, cholera infection
is dominated by the hyper-infectious transmission. This finding agrees with the
previous studies.6,45

Sensitivity analysis of important parameters with the domain basic reproduction
number (R0) suggests that transmission rates of high-infected bacterium (βH

i ) and
human shedding rates (ξi) are positively correlated with R0 (see Table 2). Therefore,
reducing these parameters may reduce the cholera transmission in these provinces.

It is observed that migration indices vary over the provinces (see Fig. 3; Sup-
plementary Table 4). Some provinces have higher in-migration index (Harare,
Mashonaland East, Mashonaland West) whereas others have higher out-migration
index (Harare, Manicaland, Mashonaland East). However, for Harare, the human
migration flow is found out to be moderate as it is the capital and the most populous
city of Zimbabwe.

Fig. 5. Box and whisker plot of the projected deaths in different provinces for different interven-
tion settings during the epidemic in 2008–09, where B, I1, I2, I3, I4, I5, I6, I7, I8, and I9 are same
as in Fig. 4. This prediction is based upon estimated parameters of the model (2.1) for the five
provinces (see Table 1) and minimizing the cost function J in (9.1) with respect of intervention
parameters.
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In terms of case and death reduction, the combined effect of hygiene practice
and treatment is found to be advantageous if it is applied to all the five provinces
(see Figs. 4 and 5 and Supplementary Tables 5 and 6). Although this intervention
setting reduces maximum cases and deaths, it is not efficient in terms of its imple-
mentation cost. Carrying out this intervention in all provinces will require a total
cost 0.210 (0.197–0.220) million USD (see Supplementary Table 8). Cost per
averted case and death for this intervention is found to be 7.20 (5.56–9.23) USD
and 71.86 (67.02–76.94) USD, respectively (see Figs. 7 and 8 and Supplementary
Tables 9 and 10). Our analysis suggests that the intervention that will maximize
cases and deaths reduction at a minimum cost is the promotion of PH and CW
distribution in the provinces with higher in-migration. Overall case reduction for
this intervention is 16643 (13987–24261) (see Fig. 4 and Supplementary Table 5)
with its implementation cost being 0.087 [0.086–0.087] million USD (see Fig. 6
and Supplementary Table 8). Overall death reduction for this intervention is 2035
(1923–2204) (see Fig. 5 and Supplementary Table 6). Cost per averted death for
this intervention is found to be 42.97 (37.76–47.72) USD (see Fig. 8 and Supple-
mentary Table 8). This intervention should be implemented at an average coverage
of 77.6% (77.1–77.8%) population per week (see Supplementary Table 7).

Above study implies that in terms of case and death reduction, hygiene prac-
tice would be most cost-effective among the different intervention settings if it is
applied to the provinces Harare, Mashonaland East and Mashonaland West. In

Fig. 6. Box and whisker plot of the total projected costs for implementing different intervention
measures in all five provinces during the 2008–09 epidemic. Cost are provided in million USD,
where, I1, I2, I3, I4, I5, I6, I7, I8, and I9 are same interventions defined in Fig. 4. These cost of
interventions are derived using the estimated parameters of the model (2.1) for the five provinces
(see Table 1) and minimizing the cost function J in (9.1) with respect of intervention parameters.
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Fig. 7. Box and whisker plot of the average cost per averted case (in USD) for different inter-
vention measures for different provinces, where, I1, I2, I3, I4, I5, I6, I7, I8, and I9 are same
interventions defined in Fig. 4. Data used to draw the figure are taken from Supplementary Table 9.

Fig. 8. Box and whisker plot of the average cost per averted death (in USD) for different inter-
vention measures for different provinces, where I1, I2, I3, I4, I5, I6, I7, I8, and I9 are same inter-
ventions defined in Fig. 4. Data used to draw the figure are taken from Supplementary Table 10.
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these provinces, in-migration flow of human population is found to be relatively
higher than the remaining two provinces. In summary, we recommend to imple-
ment hygiene practice in those provinces where the in-migration flow is moderate.
Chao et al.65 recommend in case of limited supply of vaccine, for epidemic cholera,
coverage of 30% country’s population to be targeted at high risk of exposure. We
also believe that to provide control measures for all provinces is highly expensive
and not easy to accommodate for developing countries and hence to control the
epidemic of the country, only provide control measures for the provinces where in-
migration flow is moderate. Spatially explicit models are very useful to analyze the
effect of human migration in cholera transmission and also on control strategies.
There is almost no scope in single-patch model setting to study the effect of control
strategies that depend explicitly on space.

There are some drawbacks in our study. We consider a common water source that
can be extended to a finite number of contaminated water sources (see Refs. 2, 43
and 66, etc). Cholera model considered in this study does not assume periodicity in
transmission rate. We have not also used the epidemic data for all the ten provinces
of Zimbabwe. We leave these extensions and modifications for our future study.
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Supplementary Information

Basic Properties of the Basic Cholera Model

The proposed model is given as follows:

dSi

dt
= Λi − βH

i BH

KH +BH
Si − βL

i BL

KL +BL
Si − µiSi +

n∑
j=1

mS
ijSj

−
n∑

j=1

mS
jiSi + ωiRi,
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dIi
dt

=
βH

i BH

KH +BH
Si +

βL
i BL

KL +BL
Si − (µi + δi + γi)Ii

+
n∑

j=1

mI
ijIj −

n∑
j=1

mI
jiIi,

dRi

dt
= γiIi − (ωi + µi)Ri +

n∑
j=1

mR
ijRj −

n∑
j=1

mR
jiRi,

dBH

dt
=

n∑
i=1

ξiIi − χBH ,

dBL

dt
= χBH − δLBL, i = 1, 2, . . . , n.

(S-1)

Lemma 1. The system of equations (S−1) preserve the positivity of the solutions.

Proof. To show the positivity of the solutions it is sufficient to show that each
of the faces of the positive orthant cannot be crossed that means the vector field
points inward on the boundary of R

3n+2
+ . We assume that at time t = 0 all the

variables are non-negative. Now for example if we take Si = 0 in the first equation
of (S-1) then, dSi

dt = Λi +
∑n

j=1m
S
ijSj +ωiRi ≥ 0, which implies that Si = 0 cannot

be crossed from positive to negative Si. Similar arguments can be applied to the
other variables. This proves the positivity of the solutions.

Lemma 2. The solutions (Si(t), Ii(t), Ri(t), BH(t), BL(t)) of the system (S-1) are
uniformly and ultimately bounded in R

3n+2
+ .

Proof. Let Ni(t) = Si(t) + Ii(t) +Ri(t) be the total number of human population
in patch i at time t and N =

∑n
i=1Ni be the total human population size in all

patches. Also we denote
∑n

i=1 Λi = Λ, min1≤i≤n{µi} = µ and max1≤i≤n{ξi} = ξ.
Now adding first 3n equations in (S-1),

dNi

dt
= Λi − µiNi − δiIi +

∑
X=S,I,R


 n∑

j=1

mX
ijXj −

n∑
j=1

mX
jiXi


. (S-2)

Now summing over i from 1 to n in (S-2) we get,

dN

dt
=

n∑
i=1


Λi − µiNi − δiIi +

∑
X=S,I,R


 n∑

j=1

mX
ijXj −

n∑
j=1

mX
jiXi




. (S-3)

The double summation in the above equation vanishes and since Ii ≤ Ni, it follows
that

dN

dt
≤

n∑
i=1

Λi −
n∑

i=1

µiNi (S-4)
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and thus,

dN

dt
≤

n∑
i=1

Λi − min
1≤i≤n

{µi}N. (S-5)

Hence by standard comparison theorem, there exists t1 ≥ 0 such that

N(t) ≤
{ ∑n

i=1 Λi

min1≤i≤n{µi}
}

⇒ N(t) ≤ Λ
µ
, for all t ≥ t1. (S-6)

By using the similar arguments for the last two equations of (S-1), ∃ t2 ≥ t1
and T ≥ t1, t2 such that

BH(t) ≤ Λξ
χµ

for all t ≥ t2 (S-7)

and

BL(t) ≤ Λξ
δLµ

for all t ≥ T. (S-8)

LetK = max
{

Λ
µ ,

Λξ
χµ ,

Λξ
δLµ

}
. Thus it follows that,N(t)≤K,BH(t) ≤ K, BL(t) ≤ K.

Therefore the solutions of the system (S-1) are uniformly and ultimately
bounded in R

3n+2
+ .

Corollary 1. The region Ω = {(Si, Ii, Ri) ∈ R
3n
+ : N ≤ Λ

µ , BH ∈ R+ : BH ≤ Λξ
χµ ,

BL ∈ R+ : BL ≤ Λξ
δLµ} is invariant and attracting for system (S-1).

Stability Analysis of the Model (S-1)

Existence of disease-free equilibrium:

Disease free equilibrium (DFE) refers to the point at which no disease persists in
the population. We set Ii = BH = BL = 0 in the equation (S-1). Then the system
of equation (S-1) reduces to:

dSi

dt
= Λi − µiSi +

n∑
j=1

mS
ijSj −

n∑
j=1

mS
jiSi + ωiRi,

dRi

dt
= −(ωi + µi)Ri +

n∑
j=1

mR
ijRj −

n∑
j=1

mR
jiRi, i = 1, 2, . . . , n.

(S-9)

To find the DFE, we consider the following set of equations:

0 = Λi − µiSi +
n∑

j=1

mS
ijSj −

n∑
j=1

mS
jiSi + ωiRi,

0 = −(ωi + µi)Ri +
n∑

j=1

mR
ijRj −

n∑
j=1

mR
jiRi, i = 1, 2, . . . , n.

(S-10)
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This can be written in the matrix form as:

GSS − diag{ω1, ω2, . . . , ωn}R = Λ,

GRR = 0,
(S-11)

where, GS = diag(µi +
∑n

j=1m
S
ji)−MS , GR = diag(µi +ωi +

∑n
j=1m

R
ji)−MR, MS

and MR are the irreducible movement matrices defined in Section 2; Main-text,
and S = (S1, S2, . . . , Sn)T , R = (R1, R2, . . . , Rn)T , Λ = (Λ1,Λ2, . . . ,Λn)T .

We see that both the matrices GS and GR have non-positive off-diagonal
elements (i.e Z-sign pattern) and column sums of these matrices are also pos-
itive. Therefore both GS and GR are non-singular M -matrix and consequently
posses positive inverses (1). Therefore the second equation of (S-10) has triv-
ial solution whereas the first equation of (S-10) has a unique positive solution
S0 ≡ (S0

1 , S
0
2 , . . . , S

0
n) = (GS)−1Λ.

Therefore we have the following result.

Theorem 1. There exits a unique DFE, E0 = (S0
1 , 0, 0, S0

2 , 0, 0, . . . , S0
n, 0, 0, 0, 0) ∈

R
3n+2
+ for the system (S-1).

Global stability of disease-free equilibrium

Theorem 2. Suppose that the movement matrix M I is irreducible. Then the fol-
lowing results hold for the system (S-1)

(1) If R0 < 1, then the disease-free equilibrium E0 is globally asymptotically stable
in Ω.

(2) If R0 > 1, then the disease-free equilibrium E0 is unstable and the system (S-1)
is uniformly persistent.

Proof. To prove the above theorem we proceed as in the proof of Theorem 5.1
in (2).

Let us denote Z = (I1, I2, . . . , In, BH , BL). Following the Exercise 1.2, pp. 17
in (3), the matrices FV −1 and V −1F have the same spectral radius. Thus R0 =
ρ(FV −1) = ρ(V −1F ). Let b ≥ 0 be the left eigen vector of V −1F corresponding to
the eigen value R0. This implies bTV −1F = R0b

T .

Let us consider the following Lyapunov function

L = bTV −1Z. (S-12)

Differentiating L along (S-1) gives,

L′ = bTV −1Z ′

≤ bTV −1(F − V )Z

= (R0 − 1)bTZ

≤ 0, if R0 < 1. (S-13)
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Utilizing the irreducibility of the matrix M I , it can be verified that singleton {E0}
is the only invariant set where L′ = 0. Thus by LaSalle’s invariance principle (4),
E0 is globally asymptotically stable in (Ω).

On the other hand if R0 > 1 and Z > 0, it follows that (R0 − 1)bTZ > 0. This
inequality and continuity combinedly imply that L′ > 0 in a small neighborhood of
E0 in int(Ω). That means for R0 > 1, any solution sufficiently close to E0 will move
away from E0. Following the results of (5; 6), and using the irreducibility of the
matrix M I , the instability of E0 implies the uniform persistence of the system (S-1).

Global stability of endemic equilibrium

Using the uniform persistence of (S-1), positive invariance of the set Ω, and also
following (7; 8), the following result holds:

Theorem 3. Suppose that the M I is irreducible. If R0 > 1, then there exits at
least one endemic equilibrium for the system (S-1).

Let E∗ = (S∗
1 , I

∗
1 , R

∗
1, S

∗
2 , I

∗
2 , R

∗
2, . . . , S

∗
n, I

∗
n, R

∗
n, B

∗
H , B

∗
L) denote the endemic

equilibrium, where S∗
i , I

∗
i , R

∗
i , B

∗
H , B

∗
L > 0, for 1 ≤ i ≤ n.

Following (2), we also assume that there is no human migration between the
patches (i.e. MS = M I = MR = 0) and recovered population in each patch
acquired permanent immunity (i.e. ωi = 0, for 1 ≤ i ≤ n).

We also assume as in ((2), Theorem 6.1) that
(A1) There exist a family of functions Φi: (0, Λ

µ ] → R+, i = 1, 2, . . . , n such that
for all 1 ≤ i ≤ n, Si, Ii, BH , BL > 0,

(Si − S∗
i )(Φi(Si) − Φi(S∗

i )) > 0, Si �= S∗
i ,(

λHSiΦi(S∗
i )

λ∗HS
∗
i Φi(Si)

− 1
)(

1 − λ∗HS
∗
i Φi(Si)Ii

λHSiΦi(S∗
i )I∗i

)
≤ 0,

and (
λLSiΦi(S∗

i )
λ∗LS

∗
i Φi(Si)

− 1
)(

1 − λ∗LS
∗
i Φi(Si)BH

λLSiΦi(S∗
i )B∗

H

)
≤ 0,

where λH = βH
i BH

BH+KH
, λL = βL

i BL

BL+KL
, λ∗H = βH

i B∗
H

B∗
H+KH

, and λL = βL
i B∗

L

B∗
L+KL

, i =
1, 2, . . . , n.

(A2) For BH > 0, (
BH

B∗
H

− 1
)(

1 − B∗
H

BH

)
≤ 0.

Theorem 4. Suppose that the assumptions (A1)–(A2) hold. Assume that MS =
M I = MR = 0 and ωi = 0, for i = 1, 2, . . . , n. If R0 > 1, then the endemic
equilibrium E∗ of (S-1) is unique and globally asymptotically stable in int(Ω).
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Proof. We shall construct a suitable Lyapunov function to prove the global sta-
bility of E∗. Let,

Vi =
∫ Si

S∗
i

Φi(τ) − Φi(S∗
i )

Φi(τ)
dτ + Ii − I∗i − I∗i ln

Ii
I∗i
,

Vn+1 = BH −B∗
H −B∗

H ln
BH

B∗
H

,

Vn+2 = BL −B∗
L −B∗

Lln
BL

B∗
L

.

(S-14)

Taking the derivative of Vi along (S-1) we get,

V ′
i =

(
1 − Φi(S∗

i )
Φi(Si)

)
S′

i +
(

1 − Ii
I∗i

)
I ′i

=
(

1 − Φi(S∗
i )

Φi(Si)

)
[Λi − (µi + λH + λL)Si]

+
(

1 − Ii
I∗i

)
[(λH + λL)Si − (µi + δi + γi)Ii]. (S-15)

Now from endemic equilibrium we have,

(µi + λ∗H + λ∗L)S∗
i = Λi,

(µi + δi + γi)I∗i = (λ∗H + λ∗L)S∗
i

⇒ (µi + δi + γi)Ii = (λ∗H + λ∗L)S∗
i

Ii
I∗i

χB∗
H =

n∑
i=1

ξiI
∗
i

⇒ χBH =
n∑

i=1

ξiI
∗
i

BH

B∗
H

δLBL = χB∗
H

BL

B∗
L

(S-16)

Substituting (S-16) in (S-15) we get,

V ′
i =

(
1 − Φi(S∗

i )
Φi(Si)

)
[µi(S∗

i − Si) + λ∗HS
∗
i − λHSi + λ∗i S

∗
i − λLSi]

+
(

1 − Ii
I∗i

)[
λHSi − λ∗HS

∗
i

Ii
I∗i

+ λLSi − λ∗LS
∗
i

Ii
I∗i

]
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= −µi(Si − S∗
i )

Φi(Si)
(Φi(Si) − Φi(S∗

i ))

+λ∗HS
∗
i

(
λHSiΦi(S∗

i )
λ∗HS

∗
i Φi(Si)

− 1
)(

1 − λ∗HS
∗
i Φi(Si)Ii

λHSiΦi(S∗
i )I∗i

)

+λ∗HS
∗
i

(
3 − Φi(S∗

i )
Φi(Si)

− λHSiI
∗
i

λ∗HS
∗
i Ii

− λ∗HS
∗
i Φi(Si)Ii

λHSiΦi(S∗
i )I∗i

)

+λ∗LS
∗
i

(
λLSiΦi(S∗

i )
λ∗LS

∗
i Φi(Si)

− 1
)(

1 − λ∗LS
∗
i Φi(Si)BH

λLSiΦi(S∗
i )B∗

H

)

+λ∗LS
∗
i

(
3 − Φi(S∗

i )
Φi(Si)

− λLSiI
∗
i

λ∗LS
∗
i Ii

− λ∗LS
∗
i Φi(Si)BH

λLSiΦi(S∗
i )B∗

H

− Ii
I∗i

+
BH

B∗
H

)

≤ λ∗LS
∗
i

(
3 − Φi(S∗

i )
Φi(Si)

− λLSiI
∗
i

λ∗LS
∗
i Ii

− λ∗LS
∗
i Φi(Si)BH

λLSiΦi(S∗
i )B∗

H

− Ii
I∗i

+
BH

B∗
H

)

+λ∗HS
∗
i

(
3 − Φi(S∗

i )
Φi(Si)

− λHSiI
∗
i

λ∗HS
∗
i Ii

− λ∗HS
∗
i Φi(Si)Ii

λHSiΦi(S∗
i )I∗i

)
.

(S-17)

The last inequality is followed from the assumption (A1). In a similar way differen-
tiating Vn+1 along the equation (S-1) we get,

V ′
n+1 =

(
1 − B∗

H

BH

)
B′

H

=
(

1 − B∗
H

BH

)( n∑
i

ξiIi − χBH

)

=
(

1 − B∗
H

BH

)( n∑
i

ξiIi −
n∑
i

ξiI
∗
i

BH

B∗
H

)

=
n∑

i=1

ξiI
∗
i

(
ξiIi
ξiI∗i

− 1
)(

1 − ξiI
∗
i Ii

ξiIiI∗i

)

+
n∑

i=1

ξiI
∗
i

(
2 − ξiIiB

∗
H

ξiI∗i BH
− ξiI

∗
i Ii

ξiIiI∗i
+
Ii
I∗i

− BH

B∗
H

)

=
n∑

i=1

ξiI
∗
i

(
2 − ξiIiB

∗
H

ξiI∗i BH
− ξiI

∗
i Ii

ξiIiI∗i
+
Ii
I∗i

− BH

B∗
H

)
. (S-18)

V ′
n+2 = χB∗

H

(
BH

B∗
H

− 1
)(

1 − B∗
H

BH

)
+ χB∗

H

(
3 − BL

B∗
L

− B∗
LBH

BLB∗
H

− B∗
H

BH

)

≤ χB∗
H

(
3 − BL

B∗
L

− B∗
LBH

BLB∗
H

− B∗
H

BH

)
. (S-19)

The inequality follows from the assumption (A2).
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Now we consider the Lyapunov function V as, V =
∑n

i=1
ξiI

∗
i

λ∗
LS∗

i
Vi +Vn+1 +Vn+2.

Differentiating V along (S-1) and using (S-17), (S-18) and (S-20) we get,

V ′ ≤
n∑

i=1

ξiI
∗
i

λ∗LS
∗
i

[
λ∗LS

∗
i

(
3 − Φi(S∗

i )
Φi(Si)

− λLSiI
∗
i

λ∗LS
∗
i Ii

− λ∗LS
∗
i Φi(Si)BH

λLSiΦi(S∗
i )B∗

H

− Ii
I∗i

+
BH

B∗
H

)

+ λ∗HS
∗
i

(
3 − Φi(S∗

i )
Φi(Si)

− λHSiI
∗
i

λ∗HS
∗
i Ii

− λ∗HS
∗
i Φi(Si)Ii

λHSiΦi(S∗
i )I∗i

)]

+
n∑

i=1

ξiI
∗
i

(
2 − ξiIiB

∗
H

ξiI∗i BH
− ξiI

∗
i Ii

ξiIiI∗i
+
Ii
I∗i

− BH

B∗
H

)

+χB∗
H

(
3 − BL

B∗
L

− B∗
LBH

BLB∗
H

− B∗
H

BH

)

≤
n∑

i=1

ξiI
∗
i λ

∗
HS

∗
i

λ∗LS
∗
i

(
3 − Φi(S∗

i )
Φi(Si)

− λHSiI
∗
i

λ∗HS
∗
i Ii

− λ∗HS
∗
i Φi(Si)Ii

λHSiΦi(S∗
i )I∗i

)

+
n∑

i=1

ξiI
∗
i

(
5 − Φi(S∗

i )
Φi(Si)

− λHSiI
∗
i

λ∗HS
∗
i Ii

− λ∗HS
∗
i Φi(Si)BH

λHSiΦi(S∗
i )B∗

H

− ξiIiB
∗
H

ξiI∗i BH
− ξiI

∗
i Ii

ξiIiI∗i

)

+χB∗
H

(
3 − BL

B∗
L

− B∗
LBH

BLB∗
H

− B∗
H

BH

)
≤ 0. (S-20)

The last inequality can be achieved by using A.M −G.M relation as follows:
Φi(S∗

i )
Φi(Si)

+
λHSiI

∗
i

λ∗HS
∗
i Ii

+
λ∗HS

∗
i Φi(Si)Ii

λHSiΦi(S∗
i )I∗i

≥ 3 3

√
Φi(S∗

i )
Φi(Si)

· λHSiI∗i
λ∗HS

∗
i Ii

· λ
∗
HS

∗
i Φi(Si)Ii

λHSiΦi(S∗
i )I∗i

= 3,

Φi(S∗
i )

Φi(Si)
+
λHSiI

∗
i

λ∗HS
∗
i Ii

+
λ∗HS

∗
i Φi(Si)BH

λHSiΦi(S∗
i )B∗

H

+
ξiIiB

∗
H

ξiI∗i BH
+
ξiI

∗
i Ii

ξiIiI∗i

≥ 5 5

√
Φi(S∗

i )
Φi(Si)

· λHSiI∗i
λ∗HS

∗
i Ii

· λ
∗
HS

∗
i Φi(Si)BH

λHSiΦi(S∗
i )B∗

H

· ξiIiB
∗
H

ξiI∗i BH
· ξiI

∗
i Ii

ξiIiI∗i
= 5

and
BL

B∗
L

+
B∗

LBH

BLB∗
H

+
B∗

H

BH

≥ 3 3

√
BL

B∗
L

· B
∗
LBH

BLB∗
H

· B
∗
H

BH
= 3.

It can be verified that singleton {E∗} is the largest invariant set where V ′ = 0.
Thus by LaSalle’s invariance principle (4), E∗ is globally asymptotically stable and
unique in int(Ω).
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Supplementary Table 5. Number of cases from cholera projected between November 14, 2008 to
July 31, 2009, by province under base case and under each intervention scenario at an optimal rate.
Data are given in the format mean (95% CI). Base cases are the cases during 2008–09 epidemic
predicted by the cholera model (S-1). Where, I1, I2, I3, I4, I5, I6, I7, I8, and I9 are same
interventions defined in Main-Text Fig. 4. This prediction is based upon estimated parameters of
the model (S-1) for the five provinces (see Main-Text Table 3) and minimizing the cost function
J with respect of intervention parameters.

Harare Manica Mash Cen Mash East Mash West Total

Base 17389 14538 10784 6384 23357 72453

cases (17039 − 17754) (13874 − 15115) (10130 − 11478) (6137 − 6718) (22393 − 24329) (69573 − 75395)

I1 14077 9151 3525 4916 14838 46509

(11833 − 15419) (5854 − 11948) (2352 − 5103) (3936 − 5691) (11187 − 19749) (35163 − 57911)

I2 15748 12094 7445 5616 19290 60194

(14550 − 16718) (10861 − 13204) (5882 − 9116) (4946 − 6081) (16150 − 21602) (52391 − 64556)

I3 15246 10914 6131 5423 18095 55810

(14076 − 16136) (7996 − 12873) (3927 − 8018) (4711 − 5881) (14600 − 20563) (45312 − 61408)

I4 14502 9916 4677 5132 16090 50317

(12766 − 15657) (7250 − 12199) (3642 − 6100) (4209 − 5730) (12868 − 19411) (40737 − 55643)

I5 15934 12467 7958 5751 19885 61996

(14771 − 16705) (11251 − 13426) (6814 − 9209) (5175 − 6195) (17495 − 21842) (55507 − 65701)

I6 15535 11622 7104 5577 18856 58695

(14274 − 16310) (9424 − 13169) (4988 − 8762) (5008 − 6025) (15525 − 20681) (49222 − 63582)

I7 13598 8403 2446 4765 13580 42794

(10933 − 15279) (4881 − 11542) (1296 − 4694) (3567 − 5582) (9340 − 18319) (30018 − 50433)

I8 15481 11751 6872 5528 18597 58231

(13666 − 16585) (10437 − 13073) (4848 − 8666) (4781 − 6068) (14614 − 21549) (48347 − 63317)

I9 14824 10449 5529 5223 17253 53278

(13201 − 16022) (6936 − 13042) (2826 − 7759) (4225 − 5820) (13296 − 19949) (40485 − 60463)

Supplementary Table 6. Number of deaths from cholera projected between November 14, 2008 to
July 31, 2009, by province under base deaths and under each intervention scenario at an optimal
rate. Data are given in the format mean (95% CI). Base deaths are the deaths during 2008–09
epidemic predicted by the cholera model (S-1). Where, I1, I2, I3, I4, I5, I6, I7, I8, and I9 are same
interventions defined in Main-Text Fig. 4. This prediction is based upon estimated parameters of
the model (S-1) for the five provinces (see Main-Text Table 3) and minimizing the cost function
J with respect of intervention parameters.

Harare Manica Mash Cen Mash East Mash West Total

Base 663 607 495 417 1079 3220

deaths (610 − 635) (580 − 631) (464 − 527) (402 − 435) (1039 − 1122) (3096 − 3306)

I1 148 76 38 121 140 523

(132 − 158) (46 − 101) (27 − 54) (108 − 131) (102 − 189) (415 − 580)

I2 160 102 339 129 889 1620

(151 − 167) (90 − 112) (267 − 414) (121 − 136) (742 − 999) (1370 − 1726)

I3 157 453 278 127 171 1185

(148 − 164) (321 − 542) (170 − 370) (118 − 134) (135 − 195) (892 − 1383)

I4 295 217 114 205 393 1225

(261 − 317) (152 − 272) (86 − 152) (174 − 225) (307 − 482) (980 − 1355)

I5 322 276 363 225 917 2103

(300 − 337) (248 − 297) (310 − 421) (206 − 240) (801 − 1007) (1864 − 2228)

I6 314 483 324 220 463 1804

(389 − 330) (384 − 554) (220 − 404) (200 − 235) (374 − 513) (1467 − 1998)

I7 95 37 18 86 68 304

(84 − 101) (20 − 52) (12 − 30) (78 − 91) (45 − 93) (239 − 367)

I8 102 53 312 91 856 1414

(95 − 107) (46 − 59) (217 − 395) (85 − 95) (664 − 999) (1108 − 1654)

I9 99 433 249 89 88 958

(93 − 104) (278 − 547) (118 − 356) (82 − 93) (66 − 104) (637 − 1204)
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Supplementary Table 7. Average coverage percentage of different interventions should be com-
menced between November 14, 2008 to July 31, 2009, for each province projected by the cholera
model (S-1), where, I1 =promotion hand-hygiene & clean water distribution (PH & CW) in all
five provinces, I2 =PH & CW in three provinces with higher out-migration index, I3 =PH &
CW in three provinces with higher in-migration index, I4 = Providing treatment (Tr) to cholera
patients in all provinces, I5 =Providing Tr in three provinces with higher out-migration index,
I6 = Providing Tr in three provinces with higher in-migration index, I7 = Combination of PH &
CW with Tr in all five provinces, I8 = Combination of PH & CW with Tr in three provinces with
higher out-migration index, and I9 =Combination of PH & CW with Tr in three provinces with
higher in-migration index. Parameters used in the estimation of these coverage percentage are
taken from Main-Text Table 3. All data are given in the format [mean (95% CI)].

Harare Manica Mash Cen Mash East Mash West

I1 77.6(77.5 − 77.8) 77.6(77.2 − 77.8) 76.07(73.4 − 77.7) 77.4(76.6 − 77.8) 77.6(77.5 − 77.8)

I2 77.6(77.08 − 77.8) 77.6(77.1 − 77.8) ∗ 77.6(77.1 − 77.8) ∗
I3 77.6(77.08 − 77.8) ∗ ∗ 77.6(77.1 − 77.8) 77.6(77.1 − 77.8)

I4 68(67.8 − 68.1) 68(67.8 − 68.1) 68(67.8 − 68.1) 68(67.8 − 68.1) 68(67.8 − 68.1)

I5 67.9(67.4 − 68.1) 67.9(67.4 − 68.1) ∗ 67.9(67.4 − 68.1) ∗
I6 67.9(67.4 − 68.1) ∗ ∗ 67.9(67.4 − 68.1) 67.9(67.4 − 68.1)

I7 77.2(75.6 − 77.8); 76.6(73.5 − 77.8); 64.6(55.8 − 74.0); 74.4(70.7 − 76.7) 77.7(77.2 − 77.8);

68.0(67.8 − 68.1) 68.0(67.8 − 68.1) 68.0(67.8 − 68.1) 68.0(67.8 − 68.1) 68.0(67.8 − 68.1)

I8 77.6(77.0 − 77.8); 77.6(76.9 − 77.8); ∗ 77.6(76.9 − 77.8); ∗
67.9(67.3 − 68.1) 67.9(67.4 − 68.1) 67.9(67.4 − 68.1)

I9 77.6(77.0 − 77.8); ∗ ∗ 77.4(75.8 − 77.8); 77.6(77.1 − 77.8);

67.9(67.3 − 68.1) 67.9(67.4 − 68.1) 67.9(67.5 − 68.1)

Supplementary Table 8. Total optimal cost (in USD) and cost per averted case and death pro-
jected between November 14, 2008 to July 31, 2009, under each intervention scenario. Costs are
given in the format [mean (95% CI)], where, I1, I2, I3, I4, I5, I6, I7, I8, and I9 are same inter-
ventions defined in Table 7. These costs are estimated by minimizing the cost function J defined
in Sec. 9; Main-text. Parameters are used during these optimization procedure are taken from
Main-Text Table 3. All data are given in the format [mean (95% CI)].

Total Cost Cost per averted case Cost per averted death

I1 1.4419E5 5.67 53.48
(1.4289E5 − 1.4534E5) (4.41 − 7.28) (51.10 − 55.64)

I2 8.7045E4 7.86 54.74
(8.6049E4 − 8.7316E4) (4.59 − 14.10) (47.51 − 61.97)

I3 8.7045E4 5.64 42.97
(8.6049E4 − 8.7316E4) (3.34 − 8.76) (37.76 − 47.72)

I4 3.2871E5 15.34 165.53
(2.8952E5 − 3.6459E5) (10.63 − 21.61) (136.18 − 196.72)

I5 5.5677E5 60.99 508.08
(5.0304E5 − 6.0485E5) (30.10 − 106.92) (369.50 − 648.14)

I6 4.8478E5 39.22 348.78
(4.0541E5 − 5.3971E5) (18.72 − 65.28) (240.03 − 442.74)

I7 2.0951E5 7.20 71.86
(1.9729E5 − 2.2059E5) (5.56 − 9.23) (67.02 − 76.94)

I8 4.4478E5 37.44 250.06
(3.7196E5 − 5.0092E5) (6.05 − 69.94) (177.49 − 316.67)

I9 3.3758E5 20.25 151.59
(2.5805E5 − 3.9918E5) (8.85 − 38.95) (99.89 − 200.58)
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Mathematical Study of A Memory Induced
Biochemical System

Mithun Kumar Ghosh, Tridip Sardar, Xianbing Cao, and Priti Kumar Roy

Abstract—In this work, to study the effect of memory on
a bi-substrate enzyme kinetic reaction, we have introduced an
approach to fractionalize the system, considering it as a three-
compartmental model. Solutions of the fractionalized system
are compared with the corresponding integer-order model. The
equilibrium points of the fractionalized system are derived ana-
lytically. Their stability properties are discussed from numerical
aspect. We determine the changes of the substances due to the
changes of “memory effect”. The effect is discussed critically
from the perspective of product formation. We have also analyzed
the memory induced system with a control measure in view
of optimizing the product. Our numerical result reveals that
the solutions of the fractionalized system, when it is free from
memory, are in good agreement with the integer-order system.
It is noticed that the effect of memory influences the reaction in
the forward direction and assists in yielding the product more
quickly. However, an extensive use of memory makes the system
slower, but introduction of a control input makes the reaction
faster. It is possible to overcome the slowness of the reaction due
to the undue effect of memory by appropriate use of a control
measure.

Index Terms—Bi-substrate enzymatic reaction, compartmental
system, control theoretic approach, fractional-order differential
equations, memory effect.

I. INTRODUCTION

ENZYMES are biological catalysts that are necessary in
almost every biochemical reaction [1]. These enzymes

are proteins synthesized by genes [2]. The main function of
an enzyme is to catalyze the making and breaking of chemical
bonds depending on an accurate sequence of amino acids
and its complicated tertiary structure. The catalytic ability of
enzymes increases the rate of a reaction. The enzyme is not
used up in the reactions and, it does not change the equilibria
of the processes [3]. This raises a new dimension of thinking
towards various fields viz. physics [4], chemistry [5], biology
[6], ecology [7], epidemiology [8], pharmacokinetics [9] etc.
A lot of research has been done about enzymatic processes of
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different chemical and biochemical transformations. Enzyme
kinetics is the study of rates of these reactions to optimize
the velocity of reactions, rate of intermediate complexes and
products.

For a better understanding of the reaction kinetics, many au-
thors have implemented different techniques to obtain approx-
imate analytical solutions of the enzymatic systems [10]−[13].
Modern day literature related to enzyme activity in enzymatic
processes consist of mathematical approaches to study system
dynamics for optimization and quantification of product [14].
Single substrate or double substrate biochemical reactions
make the approaches more interesting, of which the latter is
more reasonable and important [15]−[17].

Westerlund stated in [18] that every matter has memory. Al-
though it is debatable, a large number of theoretical physicists
considered the memory function as an embedded characteristic
of molecular properties, which is discussed in various do-
mains of science and engineering branches [19]−[21]. Toledo-
Hernandez et al. mentioned in [22] that biochemical reactions
involve the participation of living organisms viz. enzymes. The
dynamic behavior of living microorganisms not only depends
on their current state conditions (e.g., substrate concentration,
medium condition, etc.), but also on their previous states.
They have explained this phenomena as the dynamics of
the reactions that involve memory effects. Now, it is to be
noted that integer-order (IO) derivatives consider only local
properties (at time t) while fractional derivatives take into
account the history of a process i.e., their previous states [21].
An enzymatic reaction system with IO derivatives is in general
memory-less [20], [23] and hence it is unable to reflect the
effect of memory. The memory effect can be incorporated in a
system by introducing fractional-order (α ∈ (0, 1]) derivatives
as an index of memory [24] i.e., α → 0 indicates that the
system has an ideal memory and α → 1 represents that the
system is free from memory.

The conception of fractional calculus is first projected by
Leibniz [25] in 1695. A fractional-order differential equation
is considered as an alternative model to special nonlinear
differential equations [26], [27]. In enzyme kinetics, Abdullah
[28] employed FDEs in 2011 for modeling the Michaelis-
Menten reaction in a 2-d region containing obstacles. In 2013,
Alawneh [29] used the multistep generalized differential trans-
form method to solve a time-fractional enzyme kinetics. They
investigated dynamical behavior of various complex materials
and systems for the benefits of more degrees of freedom and
introduction of memory in the model. The drawback of both
the studies was the way of introduction of memory. Both of
them fractionalized the systems only by changing the order
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of the ordinary derivatives on the left-hand side of the ODEs.
However, fractionalization of a system of two or more ODEs
is not possible without violating mass balance and the system
may suffer from unit inconsistencies [21], [30]. The problem
is not limited to the units. The above difficulty can be removed
by considering a common order of all the FDEs of the system,
but it is a very particular case and makes its application
restricted. Here, we present a more accurate model of a bi-
substrate enzymatic reaction, where dynamics are influenced
by memory.

In this article, we have introduced fractionalization of a two-
substrate enzymatic reaction to study the effect of memory on
it. Nonlinear FDEs cannot, in general, be solved analytically
[27], but can be solved by numerical techniques [31]. The
numerical solutions of the system have been studied here
and compared with the integer-order system. We have also
observed the dynamics of the different substances of the
system by varying the order of the fractional derivatives (which
signifies a measure of memory effect in a system [24]). We
formulate a control based mathematical model involving the
memory effect to conquer the negative effect of the extensive
use of memory.

We have organized the rest of the paper as follows. In
Section II, we formulate the model of a bi-substrate enzymatic
reaction involving the memory effect. Some basic theoretical
properties, and the existence and stability of equilibrium points
are studied in Section III. In Section IV, a control theoretic
approach is introduced towards the fractional-order model. The
numerical results are illustrated in Section V. Finally, we have
completed our article with a discussion and conclusion of the
study in Section VI.

II. THE FRACTIONAL-ORDER MODEL

The schematic diagram of a two-substrate enzyme kinetic
reaction, as described by Roy et al. [15], is given by

E + S1

k1
k−1

ES1 + S2

k2
k−2

ES1S2
k3−→ E + P (1)

where S1, S2 are substrates, E is the enzyme, C1 i.e., ES1

and C2 i.e., ES1S2 are intermediate complexes and P is
the product. k1, k2 are the rate constants of formation of
the complexes C1 and C2 respectively, and k3 is the rate of
product formation. The rates of dissociation of C1 and C2 are
k−1 and k−2 respectively.

Let us denote the concentrations [S1], [S2], [E], [C1], [C2]
and [P ] by s1, s2, e, c1, c2 and p respectively. From the law
of mass action [10], the above enzymatic reaction (1) can be
described by the following set of differential equations:

ds1

dt
= −k1es1 + k−1c1

ds2

dt
= −k2c1s2 + k−2c2

de

dt
= −k1es1 + k−1c1 + k3c2

dc1

dt
= k1es1 − k−1c1 − k2c1s2 + k−2c2

dc2

dt
= k2c1s2 − k−2c2 − k3c2

dp

dt
= k3c2 (2)

with the initial conditions

s1(0) = s10, s2(0) = s20, e(0) = e0

c1(0) = 0, c2(0) = 0, and p(0) = 0. (3)

From system (2), we have the following relations:
ds1

dt
− ds2

dt
+

dc1

dt
= 0

ds2

dt
+

dc2

dt
+

dp

dt
= 0

ds2

dt
+

dc2

dt
+

de

dt
− ds1

dt
= 0. (4)

Using the initial conditions (3), from (4), we have

s1 − s2 + c1 = s10 − s20

s2 + c2 + p = s20

s2 + c2 + e − s1 = s20 + e0 − s10. (5)

With the help of the relations (5), system (2) can be reduced to
the following three dimensional model consisting of substrates
s1, s2 and complex c2 as

ds1

dt
= −k1(s1 − s2 − c2 + s20 − s10 + e0)s1

+k−1(s2 − s1 + s10 − s20),
ds2

dt
= −k2(s2 − s1 + s10 − s20)s2 + k−2c2,

dc2

dt
= k2(s2 − s1 + s10 − s20)s2 − k−2c2 − k3c2 (6)

with initial conditions,

s1(0) = s10, s2(0) = s20, c2(0) = 0. (7)

A. Fractionalization of the System (6)
The schematic diagram (1) can be considered as a three-

compartmental model (as shown in Fig. 1) [30]. The initial
stage of the reaction, where substrate S1 is reacting with
enzyme E to form the complex ES1, is termed as Com-
partment 1. Compartment 2 describes the intermediate stage
where substrate S2 is combining with ES1 to form ES1S2

complex. Compartment 3 consists of the yielding of ES1S2,
which may either convert to the product or decompose back
to the previous stage of reaction. Here, the mass flux k−2c2 is
transferred from Compartment 3 to 2 (Fig. 1) and is common
between the second and third equations of (6). We can
fractionalize the system (6) as given below [30], [31]:

ds1

dt
= −k1(s1 − s2 − c2 + s20 − s10 + e0)s1

+k−1(s2 − s1 + s10 − s20),
ds2

dt
= −k2(s2 − s1 + s10 − s20)s2 + kα

−2
R
0
D1−α

t (c2),

dc2

dt
= k2(s2 − s1 + s10 − s20)s2

−kα
−2

R
0
D1−α

t (c2) − k3c2 (8)
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where 0 < α ≤ 1 and R
0 Dα

t f(t) represents the Riemann-
Lioville (RL) fractional derivative. In this context, it is to be
noted that the memory index α was assigned between 0 to 1 in
several classical systems and various engineering disciplines
[27], [30], [32]−[34].

Fig. 1. Three-compartment model corresponding to the schematic diagram
(1) of a bi-substrate enzymatic reaction. Rectangular boxes containing E+S1,
ES1+S2 and ES1S2 represent Compartments 1, 2 and 3 respectively. E(0),
S1(0) and S2(0) are the respective initial values of E, S1 and S2. k1, k−1,
k2 and k−2 are the rate at which the mass fluxes are transferred from the
source compartment to the targeted one as directed, where k3 is the rate of
elimination of product P and enzyme E from Compartment 3.

The unit on left-hand side of all the sub-equations of system
(8) is Hour−1. Mol/l, the unit of the substances, is nothing but
a number. The unit on right-hand side of the first sub-equation
of (8) is also Hour−1. Now, the unit of kα

−2 is Hour−α and
that of R

0 D1−α
t (c2) i.e., of d1−αc2(t)

dt1−α is Hourα−1. Thus, the
unit of the term kα

−2
R
0
D1−α

t (c2) and consequently, the right-
hand side of both the second and third sub-equations of (8)
is Hour−1. Hence, units of all of the sub-equations of (8)
remain consistent under the fractionalization process we have
considered.

In order to use standard initial conditions, the Riemann-
Lioville derivatives must be re-defined as Caputo fractional
derivatives [22]. The relation between RL and Caputo’s deriva-
tives is given by the following equation:

R
0 D1−α

t f(t) = C
0 Dα

t f(t) +
f(0)tα−1

Γ(α)
. (9)

The system (8) using Caputo derivative can be expressed as
follows:

ds1

dt
= −k1(s1 − s2 − c2 + s20 − s10 + e0)s1

+k−1(s2 − s1 + s10 − s20),
ds2

dt
= −k2(s2 − s1 + s10 − s20)s2

+kα
−2

C
0

D1−α
t (c2) +

A1t
α−1

Γ(α)
,

dc2

dt
= k2(s2 − s1 + s10 − s20)s2

−kα
−2

C
0

D1−α
t (c2) − k3c2 − A1t

α−1

Γ(α)
(10)

where

A1 = kα
−2c2(0) = 0

Therefore, system (10) becomes

ds1

dt
= −k1(s1 − s2 − c2 + s20 − s10 + e0)s1

+k−1(s2 − s1 + s10 − s20),
ds2

dt
= −k2(s2 − s1 + s10 − s20)s2 + kα

−2
C
0

D1−α
t (c2),

dc2

dt
= k2(s2 − s1 + s10 − s20)s2

−kα
−2

C
0

D1−α
t (c2) − k3c2. (11)

III. THEORETICAL STUDY

In this section, we have determined the equilibrium points
of model (11) and discussed their stability from numerical
point of view.

A. Existence of Equilibria and Stability

It is not possible to understand the stability of the equilib-
rium points of the system (11) directly because the fractional
derivative does not satisfy Leibniz rule [35]. We apply the
following transformation:

X = Dαs1,

Y = Dαs2 − kα
−2c2,

Z = Dαc2 + kα
−2c2. (12)

Using the above transformation (12), system (11) is thus
equivalent to the following system:

D1−αX = −k1(s1 − s2 − c2 + s20 − s10 + e0)s1

+k−1(s2 − s1 + s10 − s20),
D1−αY = −k2(s2 − s1 + s10 − s20)s2,

D1−αZ = k2(s2 − s1 + s10 − s20)s2 − k3c2,

Dαs1 = X,

Dαs2 = Y + kα
−2c2,

Dαc2 = Z − kα
−2c2. (13)

It is sufficient to study the stability properties of system (13).
System (13) has the equilibrium points E∗

1 (0, 0, 0, 0, s20 −
s10, 0) for δ = s20−s10 > 0 and E∗

2 (0, 0, 0, s∗1, 0, 0) for δ ≤ 0
where s∗1 is given by the following equation:

k1s
∗2

1 + [k1(s20 − s10 + e0) + k−1]s∗1
+ k−1(s20 − s10) = 0, (14)

i.e., s∗1 = −A+
√

A2+B
2k1

, where

A = k1(s20 − s10 + e0) + k−1,

B = 4k1k−1(s10 − s20).

The Jacobian matrix JE∗
1

of system (13) at E∗
1 is given by




0 0 0 −(k−1 + k1e0) k−1 0
0 0 0 k2δ −k2δ 0
0 0 0 −k2δ k2δ −k3

1 0 0 0 0 0
0 1 0 0 0 kα

−2

0 0 1 0 0 −kα
−2




(15)

where δ = s20 − s10.
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Since α is real, it can also be an irrational number. However,
there is no existing method for studying such a system with an
irrational order of fractional derivatives. Therefore, we assume
that α = M

N is rational, where N > M > 0 and gcd(M, N) =
1.

Therefore, the characteristic equation of the matrix JE∗
1

is
given by,

4 (JE∗
1
− diag([λN−M , λN−M , λN−M ,

λM , λM , λM ])) = 0, (16)

where “4” and “diag” represent the determinant and the
diagonal matrix respectively [36].

Expanding the characteristic equation (16), we have

λ3N + Λ11λ
2N + Λ12λ

N + Λ13λ
N(3−α)

+ Λ14λ
N(2−α) + Λ15 = 0 (17)

where

Λ11 = k3 + k2δ + k−1 + k1e0,

Λ12 = k2k3δ + k3(k−1 + k1e0) + k1k2e0δ,

Λ13 = kα
−2,Λ14 = (k−1 + k1e0)kα

−2 and
Λ15 = k1k2k3e0δ.

For α = 1, from (17), we have

λ3 + η1λ
2 + η2λ + η3 = 0 (18)

where

η1 = k−2 + k−1 + k3 + k1e0 + k2δ,

η2 = (k3 + k−2)(k−1 + k1e0) + k2δ(k3 + k1e0),
η3 = k1k2k3e0δ.

Equation (18) is same as the characteristic equation of the
integer-order system (6) for the equilibrium point (0, δ, 0).

The Jacobian matrix JE∗
2

of system (13) at E∗
2 is given by,




0 0 0 −√
A2 + B k1s

∗
1 + k−1 k1s

∗
1

0 0 0 0 k2(δ + s∗1) 0
0 0 0 0 −k2(δ + s∗1) −k3

1 0 0 0 0 0
0 1 0 0 0 kα

−2

0 0 1 0 0 −kα
−2




.

Proceeding as above, we have the characteristic equation of
JE∗

2
as follows:

(λN +
√

A2 + B)(λ2N + Λ21λ
N

+ Λ22λ
N(2−α) + Λ23) = 0 (19)

where

Λ21 = k3 − k2(δ + s∗1),
Λ22 = kα

−2,

Λ23 = −k2k3(δ + s∗1).

Arguments of the roots of the first factor of (19) are of the
form arg(λk) = π

N + 2kπ
N , k = 0, 1, 2, ..., N − 1 and hence

|arg(λk)| > π
2N for k = 0, 1, 2, ..., N − 1.

Therefore, stability of E∗
2 of system (13) depends upon the

nature of the roots of the remaining factor of (19) as given by
[36],

λ2N + Λ21λ
N + Λ22λ

N(2−α) + Λ23 = 0. (20)

For α = 1, we have, from (19)

(λ +
√

A2 + B)[λ2 + [k−2 + k3 − k2(δ + s∗1)]λ
− k2k3(δ + s∗1)] = 0 (21)

which is same as the characteristic equation of the integer-
order system (6) for the equilibrium point (s∗1, 0, 0). Here s∗1
is defined exactly as in (14).

IV. A CONTROL INDUCED MODEL

To determine the effect of memory towards the system, we
introduce control parameter u(t) into the model (11). Our
aim is to get an optimum amount of the product as quick as
possible. The control input u(t) is used to reduce the rate of
reverse reaction at the second stage satisfying 0 ≤ u(t) ≤ 1.
u(t) = 1 and 0 represent maximum and minimum use of the
control measure respectively. With these assumptions, model
(11) becomes:

ds1

dt
= −k1(s1 − s2 − c2 + s20 − s10 + e0)s1

+k−1(s2 − s1 + s10 − s20),
ds2

dt
= −k2(s2 − s1 + s10 − s20)s2

+(1 − u(t))kα
−2

C
0

D1−α
t (c2),

dc2

dt
= k2(s2 − s1 + s10 − s20)s2

−(1 − u(t))kα
−2

C
0

D1−α
t (c2) − k3c2 (22)

where s1(0) = s10, s2(0) = s20 and c2(0) = 0.
Here the control measure basically stands for temperature,

pressure, concentrations of the substances [7], [14] etc.. We
study the effect of the control input on the system (22) from
numerical point of view.

V. NUMERICAL SIMULATION

In this section, dynamics of reaction kinetics have been
analyzed with the help of numerical methods. There are
various methods to solve a system of fractional-order differ-
ential equations. We have used the numerical scheme given
in [31] and solved our system of equations using the Matlab
subroutine “lsqnonlin” and called this method as NS-lsq. Here,
we have observed the solutions of the fractional-order system
for α = 1 i.e., when the system is free from the “memory
effect” and compared them with the integer-order system. The
stability region of equilibrium points of the system have also
been studied numerically. We have compared the concentration
of the substances, particularly the product, for various values
of α. Consequently, we determine how the rate of formation
of the substances is influenced by the “memory effect” of the
system. Here the parameter values are taken from [37]−[39].
The units and recommended values of the kinetic parameters
used for numerical simulation are as given in Table I.



1146 IEEE/CAA JOURNAL OF AUTOMATICA SINICA, VOL. 5, NO. 6, NOVEMBER 2018

TABLE I
VALUES OF PARAMETERS USED IN NUMERICAL CALCULATION

Parameter Definition Recommended value
and unit

k1 Forward rate constant for the 2−7 (mol/l)−1h−1

formation of enzyme-substrate
complex C1

k−1 Rate constant for backward 0.1−3 h−1

reaction of C1

k2 Forward rate constant for the 2−13 (mol/l)−1h−1

formation of enzyme-product
complex C2

k−2 Rate constant for backward 2−5 h−1

reaction of C2

k3 Forward rate constant for the 2−12 h−1

product formation

Fig. 2. Concentration profiles of the substances for integer-order system (6)

(dashed line) and the fractional-order system (13) for α = 1 (circle). The
parameter values are k1 = 5 M−1h−1, k−1 = 1 h−1, k2 = 5 M−1h−1,
k−2 = 1 h−1, k3 = 5 h−1 and the initial values are s10 = 5 M, s20 = 5 M,
e0 = 4.5 M where M stands for mol/l.

A. Comparison of the Substance Profiles Obtained From the
Fractional System for α = 1 and From the Integer-order
System

Fig. 2 represents the behavioral pattern of the substances
for the integer-order (IO) model (6) and the fractional-order
(FO) model (13) for α = 1 simultaneously. The solutions
obtained from both the systems are in good agreement with
each other. Concentration of the two substrates (s1 and s2)
decreases with the progression of the reaction. Consumption
of s1 is relatively quicker than s2 due to faster reaction
between enzyme and the primary substrate. Initially, the
concentration of the enzyme decreases due to the formation
of enzyme-substrate complexes c1 and c2. It is recovered
as the reaction progresses. Concentration of c1 increases
gradually from its initial value and it decreases with time, as

it binds with s2 while forming the second complex. Moreover,
the concentration of c2 increases as soon as the first complex
is formed, and then is decreased as time progresses due to
its transformation to the product. Fig. 2 displays continuous
formation of the product with time until it becomes steady.

B. Stability Region of the Equilibrium Points

The stability regions of the equilibrium points of model
system (13) are studied numerically with the help of Theo-
rem 1 of Sardar et al. [31] for reasonable values of the model
parameters, where α ∈ (0, 1). We have observed that both
equilibrium points are stable for such parameter values, and
differentiating only in the time allows it to reach the steady
state. Fig. 3 represents two stability regions corresponding to
the equilibrium points E∗

1 and E∗
2 of the system (13).

Fig. 3. Stability regions of the equilibrium points E∗
1 (left panel) and E∗

2

(right panel) with respect to α and k−2. Other parameter values corresponding
to E∗

1 are taken as k1 = 5 M−1h−1, k−1 = 1 h−1, k2 = 4 M−1h−1,
k3 = 5 h−1, e0 = 2 M, s10 = 5 M, s20 = 6 M and for E∗

2 as k1 =

5 M−1h−1, k−1 = 1 h−1, k2 = 4 M−1h−1, k3 = 5 h−1, e0 = 1 M,
s10 = 6 M, s20 = 5 M.

C. Comparison Among the Concentration Profiles for Differ-
ent Values of α

We have compared the dynamic profiles of the substances
obtained by decreasing α values gradually to 1 and 0.7. It is
to be noted that the solutions of (13) for α = 1 correspond to
the ODE system (6). Fig. 4 displays the dynamic profiles of
the substances obtained from the IO system (α = 1) and the
FO system (α = 0.7).

As the value of α reduces to 0.7, the concentrations of both
the substrates (s1 and s2) decrease gradually. It is observed that
with and without memory operator has no significant changes
in the first substrate. This may be due to the fact that we do
not consider memory in the first backward reaction step (see
Fig. 1). The consumption of the second substrate is faster in
comparison to the integer-order system. The profiles of the
enzyme concentration show a faster recovery for the lower
value of α. Variations in concentration of the first complex
(c1) is observed under varying α values. It is found that, the
complex concentration c1 is lower for α = 0.7 than for α = 1.
It implies that for the lesser value of α, there exists a lower
accumulation of c1 due to its quicker conversion to the second
complex by binding with the second substrate. A relatively
faster accumulation of the concentration of second complex
(c2) is observed for the smaller value of α. This indicates the
possibility of higher conversion of it to the product. Yielding
of product is relatively faster for a lower value of α and
consequently, its concentration reaches the steady state more
quickly. The effect of memory assists in comparatively quicker



GHOSH et al.: MATHEMATICAL STUDY OF A MEMORY INDUCED BIOCHEMICAL SYSTEM 1147

accumulation of c2 and consequently, a rapid formation of the
product.

Fig. 4. Concentration profiles of the substances for the fractional-order
system (13) for α = 1 (solid line) and 0.7 (dashed line) where the
parameter values are k1 = 5 M−1h−1, k−1 = 3 h−1, k2 = 6 M−1h−1,
k−2 = 3 h−1, k3 = 5 h−1 and the initial values are s10 = 5 M, s20 = 5 M,
e0 = 4.5 M.

To study the effect of changes of the time taken for
formation of the product due to the changes in α values,
we decrease gradually the values of α as 1, 0.7 and 0.25.
Fig. 5 represents the dynamic profiles of the product (p) for the
aforesaid α values. Concentrations of the product are observed
as 4.771 mol/l, 4.948 mol/l and 4.927 mol/l for α = 1, 0.7
and 0.25 respectively. It is to be noted that as the α values
decrease from 1 to 0.7, the formation of product becomes
relatively faster than the classic case. However, it is also to be
noted that, if the values of α decreased again, the time taken
for the formation of product is relatively greater (Fig. 5) and
consequently, the system slows down.

D. Comparison Among the Concentration Profiles for Differ-
ent Values of u(t)

Here, we investigate the effect due to the changes of control
parameter u(t) to the control induced FO model (22). Fig. 6
represents the variation in the substances for u(t) = 0, 0.4 and
0.9. It is observed that the concentrations of both the substrates
(s1 and s2) are decreasing more quickly for higher values
of the control parameter. Accumulation of the first complex
concentration (c1) is lower for upper values of u(t) due to its
fast conversion into the second complex. Higher values of the
control input corresponds to a more accumulation of c2 which
ultimately leads to fast formation of the product (p).

We vary the values of the control parameter as 0 and 0.6
to rise above the negative effect of extensive use of memory.
Fig. 7 represents the concentration profiles of the product for
the above values of u(t). The rest of the parameter values are
taken exactly as in Fig. 5 with α = 0.25. Concentration of the

product (p) for u(t) = 0 is observed as 4.927 mol/l, which is
decreasing from the value 4.948 mol/l for α = 0.7 (see Fig. 5).
While, in Fig. 7, concentration of the product for u(t) = 0.6
is noted as 4.973 mol/l. Thus, with proper control measures, it
is possible to overcome the above mentioned negative effect.

Fig. 5. Concentration profiles of the product p of system (13) for α = 1,
0.7 and 0.25. Other parameter values are taken as k1 = 7 M−1h−1,
k−1 = 0.1 h−1, k2 = 13 M−1h−1, k−2 = 3 h−1, k3 = 12 h−1,
e0 = 4.5 M, s10 = 5 M, s20 = 5 M.

Fig. 6. Concentration profiles of the substances of (22) for u(t) = 0, 0.4

and 0.9. Other parameter values are taken as k1 = 5 M−1h−1, k−1 = 2 h−1,
k2 = 5 M−1h−1, k−2 = 2 h−1, k3 = 5 h−1, e0 = 4.5 M, s10 = 5 M,
s20 = 5 M and α = 0.7.

VI. DISCUSSION AND CONCLUSION

In this study, we have presented an approach of fraction-
alizing a bi-substrate enzyme kinetic reaction. The fractional-
order system is solved numerically, as the system is unlikely
to have analytical solutions. Our numerical results reveal
that the solutions of the fractional-order system for α = 1,
and the solutions of the corresponding integer-order system
are overlapping. Benefits of the fractional-order model are
observed from the solutions, mainly in the formation of the
product.
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Fig. 7. Concentration profiles of the product p of system (22) for u(t) = 0

and 0.6. Other parameter values are taken as k1 = 7 M−1h−1, k−1 =

0.1 h−1, k2 = 13 M−1h−1, k−2 = 3 h−1, k3 = 12 h−1, e0 = 4.5 M,
s10 = 5 M, s20 = 5 M and α = 0.25.

In Section II, we have calculated the equilibrium points of
the FO system and discussed their stability regions. Our study
shows that, similar to the integer-order system, equilibrium
points remain stable for a fractional-order system with a
realistic range of parameters.

We have studied the changes of the concentration profiles of
the substances due to the changes in α values (α = 1 and 0.7).
Lower values of α signifies a faster reaction up to certain
threshold values.

We have focused on the changes of concentration of the
product due to the change in α values (1, 0.7 and 0.25). The
system is highly sensitive to the α values. Formation of the
product is perceived relatively faster due to “memory effect.”
However, extensive effect of memory makes the system slower.
The results of our study can predict system dynamics with
respect to optimization and quantification of the product.

The dynamical behavior of the substances is observed by
varying the control input. Presence of the control parameter
corresponds to a quicker reaction. The negative effect of the
extensive use of memory can be recovered by proper use of a
control measure.

The model can be extended by considering memory in both
the backward reaction steps. One can consider the mass k−1c1,
which is transferred from Compartment 2 to 1 similar to the
way mass k−2c2 is transferred from Compartment 3 to 2
(see Fig. 1). In this context, with the help of relations (5),
system (2) can be transformed to a three dimensional model
consisting of the substrate s1 and the complexes c1, c2. Pro-
ceeding as in Section II, one can fractionalize the model. The
fractionalized model would consist of terms kα

−1
C
0

D1−α
t (c1)

and kβ
−2

C

0
D1−β

t (c2) of different orders without violating mass
balance. Hence in this study, we may summarily conclude
that the presence of the mixing parameter may show complex
dynamics.
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Highlights 

 This problem is more general as other problem with different thermoelastic models. 

 Effect of phase lag due to heat flux vector is more dominating in comparison with other 

phase lags. 

 The secular equation magnitude increases with an increasing of wave number. 

 Rayleigh wave velocity increases with the increase of wave number and magnetic field. 

 The attenuation coefficient decreases with the increase of wave number and magnetic 

field. 
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Abstract: 

In this article, we theoretically demonstrate the characteristics of Rayleigh surface wave 

propagation in a homogeneous and orthotropic thermoelastic half-space in the context of three-

phase-lag model of generalized thermoelasticity. The influence of magnetic field on Rayleigh 

wave is analyzed the framework of two-temperature model. A vector matrix differential equation 

is formed by employing normal mode analysis, which is then solved by the eigen function 

expansion method. The frequency equations in closed form are derived and the path of surface 

particles during Rayleigh wave propagation is found to be elliptical. The results show appreciable 

differences in phase velocity, attenuation coefficient and specific loss due to the presence of heat-

flux phase-lag and are more dominating in comparison with other phase lags.  

Keywords: Rayleigh wave; orthotropic medium; generalized thermoelasticity, three-

 phase-lag model; magnetic effect.  

1. Introduction: 

The study of surface acoustic waves in anisotropic elastic medium, especially along the surface of 

the earth and prediction about the nature of the earthquakes is till careworn. Consequence analysis 

of seismic waves gained an overriding importance to the geophysicists. Since the last century, 

several researchers have been devoted to analyzing the seismic waves in various types of elastic 

media subject to numerous external stimuli. Due to reasonably slower attenuation of energy, 

Rayleigh type surface waves are most destructive seismic waves that can freely propagate along 

the stress free surface. In general, Rayleigh waves showing non-dispersive in nature, but in 

stratified half-space it becomes dispersive. Rayleigh waves are characterized by elliptical motion 

perpendicular to the surface. In the near surface, this motion is ―retrograde‖, meaning that is 

counter-clockwise when the propagation is left-to-right. At depth, the motion can reverse to 

prograte.  Thermoelastic response on the propagation of seismic waves is realized over amplitude 

as well as propagation speed. Owing to great practical applications, thermoelastic influences on 

the characteristics of the surface wave propagation is very significant. As the earth’s surface is 
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not merely a pure isotropic medium, so seismic wave propagation and its various characteristics 

are noteworthy in anisotropic media as well. Few authors have already been discussed some 

aspects of seismic wave in anisotropic medium due to various geophysical interest. 

Literature concerning with thermo-elastic phenomena is enriched with the theory of propagation 

of thermal signals by Biot [1] in the nineteenth century. There was a long run from the uncoupled 

parabolic type heat conduction equation to recently developed memory dependent thermal 

conduction law. In this period of more than one and half a century, several developments were 

found to replace the earlier one. The refinements aim was to simultaneously satisfy the following 

conditions: (i) Finiteness of the thermal signal propagation speed, (ii) spatial propagation of 

thermoelastic waves without attenuation, and (iii) existence of distortion less wave forms akin to 

classical D’Alembert type waves. The first was due to Cattaneo [2], where a wave type heat 

equation was derived by postulating a new law of heat propagation to replace the classical Fourier 

law. Later on, Lord-Shulman [3], Green-Lindsay [4] and Green-Naghdi [5] have proposed three 

different theories which are the most discussed generalized heat equations in the literature.   

In the process of dynamic developments of thermoelasticity theory, in the year 2007, 

Roychoudhuri [6] have proposed a mathematical model of propagation of thermal signals 

comprising with three different time delays. This model is now known as three-phase-lags (TPL) 

model of generalized thermoelasticity. It’s claimed the superiority over earlier published models. 

Thermal problems in low temperatures and very high heat flux situations lagging behavior are 

very significant and consequently phase-lags model gets its impact over former models.  

The second law of thermodynamics and its consequences on heat flow and the entropy changes in 

the continuum body recommends that, according to Gurtin and Williams [7, 8], the entropy 

changes is occurred by one temperature (thermodynamic temperature) and heat flow due to 

another one (conductive temperature). Based on that theory, Chen and Gurtin [9] have introduced 

one generalization of heat conduction law, namely, generalized thermoelasticity with two 

temperature theory. For further details regarding two-temperature theory and its applications one 

may go through the article of Shaw and Mukhopadhyay [10] and the cross references therein. 

Seismic wave propagation in magneto-elastic solid with initial stresses was investigated by Yu 

and Tang [11]. Based on the governing equations of Yu and Tang, De and Sengupta [12, 13] have 

addressed the surface and interfacial waves in magneto-elastic conducting solids. Due to a wide 

range of application in numerous thermo-physical situations and development of electro- and 

magneto- sensitive elastomers, coupling between electromagnetic effects and the mechanical 

phenomena in continuous media has acknowledged considerably more attention in the recent 

literature. Great attention has been devoted inside nuclear reactors to influence its design as well 
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as operations and consequently to the study the electro magneto-thermoelastic coupled problems 

based on the generalized thermoelastic theories in non-inertial frame. The interplay of the 

Maxwell electromagnetic field with the motion of deformable solids is largely being undertaken 

by many researchers due to its possible applications to geophysical problems and certain topics in 

optics and acoustics. Moreover, the earth is subjected to its own magnetic field and the material 

of the earth may be electrically conducting. Thus, the magneto-elastic nature of the earth’s 

material may affect the propagation of waves. Many authors have considered the propagation of 

electro-magneto-thermoelastic waves in an electrically and thermally conducting solids [14, 15]. 

During the second half of the twentieth century, great attention has been devoted to the study of 

electro magneto-thermoelastic coupled problems based on the generalized thermoelasticity [16, 

17]. In this context, valuable information on the development of the magneto-elasticity and 

magneto-thermoelasticity theories is presented in a number of books [18-20]. 

In this article, various physical characteristics of Rayleigh surface wave propagation in an 

thermoelastic orthotropic half-space is being analyzed in the framework of three-phase-lags 

model of hyperbolic thermoelasticity theory. There is a distinguished improvement over the 

recently published article by Biswas and Mukhopadhyay [21] is that, though both the 

investigations are on anisotropic medium, we could not ignore the surrounding magnetic field 

within and on the earth’s surface during the analysis of seismic wave, especially Rayleigh wave, 

propagation. In the context of two different thermo-mechanical surface boundary conditions 

several salient features of Rayleigh waves are identified. It is revealed that, in presence of 

magnetic field in the medium, the thermal time delay for heat flux into the medium has a 

significant impact on the attenuation of Rayleigh wave. The analytical expressions of the field 

functions are derived by adopting normal mode analysis followed by eigen function expansion 

method. The computational results for the different characteristics of waves like phase velocity, 

attenuation coefficient and specific loss are computed numerically and the effect of phase lags on 

them for various thermoelastic models are presented graphically. The applications range from 

geophysical problems to quantities non-destructive evaluation of mechanical structures and 

acoustic tomography for medical purposes.  

2. Formulation of the problem: 

In the reference of orthogonal Cartesian coordinate system Oxyz, here we consider the Rayleigh 

surface wave is propagating along x-axis. Consequently, a thermoelastic-plane-strain problem 

parallel to xz -plane in the orthotropic half-space is considered. 0z  is the free surface of 

propagation. The reference temperature of the medium is 0T  and is assumed to be unstrained and  
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unstressed initially.  

Without any loss of generality, here we consider the displacement components of the 

thermoelastic medium in the following form: ( , , ),u u x z t    0,v     ( , , ).w w x z t  

We consider there is a uniform magnetic field with constant intensity 0 0(0, ,0)HH  acts  

parallel to the bounding plane (taking as the direction of y  axis). The wave propagation 

will be influenced by the thermal field as well as by the magnetic one. The electro-

magnetic fields are governed by the Maxwell equations: 

  h J D ,     E B ,   0 B ,   0 D , 
  eB H , 

   0D E      (1) 

where notations have their usual meanings and (0, ,0)hh is the perturbed magnetic field. 

For a perfectly conducting, slowly moving medium Ohm's law is given as   E u B .  

The small effect of temperature gradient on the current density vector J  is neglected. 

The dynamic displacement vector is actually measured from a steady state deformed 

position and the deformation is supposed to be small.  

The stress-displacement-temperature relations are given as follows: 

Twcuc zxxx 1,13,11                                                                             (2) 

Twcuc zxzz 3,33,13                                                                                    (3) 

55 , ,( )xz z xc u w                                                                                           (4) 

In which, ,xx ,zz xz  are the components of the stress tensor, ijc are elastic constants, 

1  and 3  
are the thermal modulus along x -axis and z -axis respectively. 

Together with the Lorentz’s body force, the corresponding equations of motion in an orthotropic 

thermoelastic half-space can be expressed in the following manner,   

, ,xx x zx z xF u                                                                          (5) 

, ,xz x zz z zF w                                                                        (6) 

where   is the mass density and an over headed dot denotes time derivative of the field 

functions.  

The components of the magnetic intensity vector in the medium are 

0,xH 
     0 ,yH H h        0zH                                                                         (7) 

The perturbed magnetic field h is small compared to the strong initial magnetic field 0.H  
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Then after linearization we get 0 .e h H                                                         (8) 

where, e is the dilatation. 

Now we obtain
      0 ,x zJ H e , 

    
0,yJ 

     0 ,z xJ H e                 (9) 

The expression of Lorentz force is given by 

( )i e i F J H                                                              (10) 

Now from Eq. (10), we get the components of Lorentz force as follows: 

2
0 , ,( ),x e xx xzF H u w 

         
2
0 , ,( ).z e xz zzF H u w                                  (11) 

Consequently, in terms of displacement components, the equations of motion can be recast as 

follows:  
 

2
11 , 55 , 13 55 , 1 , 0 , ,( ) ( )xx zz xz x e xx xzc u c u c c w T H u w u                (12) 

2
13 55 , 55 , 33 , 3 , 0 , ,( ) ( )xz xx zz z e xz zzc c u c w c w T H u w w                                   (13) 

The two-temperature theory in orthotropic medium can be taken as  

1 , 3 ,xx zzT a a                                                                                                       (14) 

where, T is the thermodynamic temperature above reference temperature,   is the 

conductive  temperature  above reference temperature and
 1 3,a a  are  material  parameters 

along ,x z directions respectively.  

Equation of three-phase-lag model in orthotropic medium is 

* *
1 , 3 , 1 , 3 ,(1 ) (1 ) (1 ) (1 )T xx T zz xx zzK K K K

t t t t
        

   
      

   
   

 

                  
2 2

0 1 , 3 ,2
(1 )[ ( )]

2

q

q e x zC T T u w
t t


   

 
    

 
  (15) 

where, 0T  is the reference uniform temperature of the body, ( 1,3)iK i   are the 

components of the thermal conductivity, *( 1,3)iK i   are the material constant 

characteristic of the elastic solid, eC  is the specific heat at the constant strain, ,q T   and 

  are the phase lags of heat flux, temperature gradient and thermal displacement 

gradient respectively. 

3. Solution of the problem: 

To solve a  two  dimensional  thermoelastic  problems,  researchers are frequently adopted several 
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integral transform techniques. In the applications of integral transform techniques, the governing 

equations are to be converted into a set of ordinary differential equations. By solving those 

differential equations in the transformed domain and employing inverse integral transformation, 

the solutions of the problem can be obtained in the physical domain. However, these techniques 

entail a tiresome process. The crucial drawback is that, it leads the discretization and truncation 

errors in the process of numerical inversion, and consequently, the second sound of heat 

conduction could not be precisely demonstrated. To compensate the shortcomings of those above-

mentioned methods, we have attempted to solve the problem of generalized thermoelasticity by 

employing normal mode analysis in the present context. 

The normal mode analysis provides a more dulcet and analytical elucidation short of any 

presumed limitations on the field functions. It is pragmatic to a wide range of problems in various 

dissimilar branches. Presumptuous that all the field quantities are sufficiently smooth over the 

real line so that the normal mode analysis of the aforementioned field functions exists. 

For the seismic wave propagation along x -axis, one may consider the solutions set of the Eqs. 

(12), (13) and (15) in the following manner:  

{ , , , }( , , ) { , , , }( ) exp[ ( )]u w T x z t u w T z ik x ct                   (16) 

in which k  is wave number and c represents the phase velocity.  

Invoking Eq. (16), Eqs. (12) - (15) yield  
2

2 2 2 2
55 11 0 13 55 0 12

( ) ( ) 0e e

d u dw
c k c H c u ik c c H ik T

dzdz
                           (17) 

2
2 2 2 2

33 0 55 55 13 0 32
( ) ( ) ( ) 0e e

d w du dT
c H k c c w ik c c H

dz dzdz
                      (18) 

2
3 2 2 2 2 2 2

1 1 2 1 1 2 3 1 3 3 2
[ (1 )] ( )e e

d
ik c K k K k c C a k K ikc K a k c C

dz


               

                                            3 2 2 2
1 0 3 0 0

dw
ik c T u k c T

dz
              (19) 

2
2

1 3 2
(1 )

d
T a k a

dz
                                                                                              (20) 

where,

       

1` 2 2 2

1
,

1
2

T

q

q

ikc

k c
ikc










 
               

2` 2 2 2

1

1
2

q

q

ikc

k c
ikc









 

.  

 

4. Formulation of vector matrix differential equation: 

Equations (17)-(20) can be expressed in the following vector matrix differential equation: 

d
A

dz


V
V                                                                                          (21) 
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where,   [ , , , , , ]T
du dw d

u w
dz dz dz


V  

We assume that , , , , , 0
du dw d

u w
dz dz dz


   as z   

We obtain the matrix A  as 

0 I
A

P Q

 
 
  

  

where, 

0 0 0

0 0 0 0

0 0 0

 
 
 
 
  

 , 

1 0 0

0 1 0

0 0 1

I

 
 


 
  

, 

41 43

52

61 63

0

0 0 ,

0

A A

P A

A A

 
 


 
  

45

54 56

65

0 0

0

0 0

A

Q A A

A

 
 


 
  

 

in which  

eCckaKikcK

Tcik
A




22

33132

01

23

61






, 

    

2 3 2 2 2
2 1 1 1 1

63 2 2
2 3 1 3 3

(1 )e

e

k K ik c K k c C a k
A

K ikc K a k c C

  

  





  


 
,  

2 2
3 0

65 2 2
2 3 1 3 3

,
e

k c T
A

K ikc K a k c C



  




 
 

2 2
55

52 2
33 0 3 3

( )
,

e

k c c
A

c H a



 




 
 

2
55 13 0 3 3 61

54 2
33 0 3 3

( )
,e

e

ik c c H a A
A

c H a

 

 

  
 

   

  

2
3 1 3 63

56 2
33 0 3 3

(1 )
,

e

a k a A
A

c H a



 

 


 

2 2 2
11 0 1 3 61

41

55

( )
,ek c H c ik a A

A
c

    
   

2
1 1 3 63

43

55

(1 )
,

ik a k a A
A

c

  
   

2
1 3 65 13 55 0

45

55

( )
.eik a A ik c c H

A
c

   
   

5. Solution of vector matrix differential equation: 

The characteristic equation of the aforementioned coefficient matrix A  can be written in the 

following convenient form:  

6 4
41 52 63 45 54 56 65 41 63 52 63 41 52 43 61 45 54 63( ) (A A A A A A A A A A A A A A A A A A                               

           2
43 54 65 41 56 65 45 56 61 43 52 61 41 52 63) 0A A A A A A A A A A A A A A A        (22) 

As the characteristic polynomial is an even degree polynomial, very often, the corresponding 

Eigen values of the matrix A are expressed in the following symmetrical form:  

1,   2 ,   3                                                                           (23) 

Therefore, the right Eigen vector  TXXXXXXX 654321 ,,,,,


corresponding to Eigen 

value  can be written as  
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2
45 56 43 43 52

3
56 43 54 41 56

4 2
41 52 45 54 41 52

2
45 56 43 43 52

3
56 43 54 41 56

4 2
41 52 45 54 41 52

A A A A A

A A A A A

A A A A A A

A A A A A

A A A A A

A A A A A A



 

 

 

  

  

  
 

  
 

    
    

  
 

    
 

       

X                                            (24) 

From Eq. (24), the Eigen vector X corresponding to the Eigen value i   can easily be 

obtained. 

We use the following notations 

 1
1

,X X
 

  2
1

,X X
 

  3
2

,X X
 

  4
2

,X X
 

  5
3

,X X
 

  6
3

X X
 

   (25) 

The left Eigen vector  1 2 3 4 5 6, , , , ,Y Y Y Y Y Y Y corresponding to the Eigen value  can be 

calculated as  

 

   

 

 

 

3
61 41 54 65 61 52 45 54

2
52 65 45 61 41 65

5 3
41 52 45 54 56 65 41 52 56 65 45 56 61

2
61 54 65 52 61

3
65 45 61 41 65

4 2
41 52 45 54 56 65 41 52

A A A A A A A A

A A A A A A

A A A A A A A A A A A A A

A A A A A

A A A A A

A A A A A A A A

 



  



 

 

     

   

 
          
  


 


    

Y












 

 

We denote these results by 

 1
1

,Y Y
 


 

 2
1

,Y Y
 


 

 3
2

,Y Y
 


 

 4
2

,Y Y
 


 

 5
3

,Y Y
 


 

 6
3

Y Y
 

         

  (26) 

Assuming the regularity condition at infinity (in other words: 0,,,,, 
dz

d

dz

wd

dz

ud
wu


  as 

z ), the solution of Eq. (21) can be expressed as follows:
 

     1 2 1 2 4 2 3 6 3exp exp expA X z A X z A X z       V                        (27) 

Thus the required field functions can be expressed as follows,  

3
2

45 56 43 43 52

1

[ ( ) ]exp( )i i i

i

u A A A A A A z 


                                                (28) 
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3
3

56 43 54 41 56

1

[ ( )]exp( )i i i i

i

w A A A A A A z  


                                        (29) 

3
4 2

41 52 45 54 41 52

1

[ ( ) ]exp( )i i i i

i

A A A A A A A z   


                                     (30) 

and 

2 2
3

1 3

1

(1 ) exp[ ( )]i i i i

i

T a k a d A z ik x ct 


                                    (31) 

where, 4 2
41 52 45 54 41 52[ ( ) ]i i id A A A A A A       

The stress components can be obtained as  

3
2 3

11 45 56 43 43 52 13 56 43 54 41 56

1

{ [ ( ) ] [ ( )]xx i i i i

i

ikc A A A A A c A A A A A    


                   

                    2 2
1 1 3(1 ) } exp[ ( )]i i i ia k a d A z ik x ct                   (32) 

3
2 3

13 45 56 43 43 52 33 56 43 52 41 56

1

{ [ ( ) ] [ ( )]zz i i i i

i

c ik A A A A A c A A A A A    


                                    

                    2 2
3 1 3(1 ) } exp[ ( )]i i i ia k a d A z ik x ct                             (33) 

3
2 3

44 45 56 43 43 52 44 56 43 54

1

{ [ ( ) ] [ (xz i i i i

i

c A A A A A ikc A A A    


       

           41 56)]} exp[ ( )]i iA A A z ik x ct     (34) 

6. Boundary conditions: 

The thermo-mechanical boundary conditions on the stress free surface 0z   are as 

follows: 

(a)  Vanishing of the normal stress component 

                      0zz                                                                                 (35) 

(b)  Vanishing of the tangential stress component 

                     0xz                                                                                        (36) 

 (c)  Thermal conditions 

                    0mTqz                                                                                  (37)  

where, 0m  corresponds to the thermally insulated surface and m  corresponds to 

the isothermal surface. 
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7. Derivation of frequency equation of Rayleigh wave in magneto-orthotropic medium:  

The normal component of heat flux vector zq  is associated to the temperature gradient z, by the 

subsequent relation:
 

*
3 3

,2

2

(1 ) (1 )
[ ]

(1 )
2

T
Z z

q

q

K D D K D
q

D D D

 





     


   
 

where, 
 

.D
t


 

  

Invoking the considered boundary conditions (35) – (37), one can obtain a set of three following 

homogeneous equations:
                      

 

                        

3

1

0i i

i

g A


                                                                                   (38) 

                        
3

1

0i i

i

h A


                                                                                 (39) 

                       
3

1

0i i

i

d m 


                                                                     (40) 

where, *
3 4 3 3 6( )K ikcK      (neglecting terms of order higher than

 
2
q ) and 

 
2 2

2

6

(1 )
2

q q

k c
ikc

ikc

 


 

 , 

2 3 2 2
13 45 56 43 43 52 33 56 43 54 41 56 3 1 3[ ( ) ] [ ( )] (1 ) ,i i i i i i ig ikc A A A A A c A A A A A a k a d               

2 3
55 45 56 43 43 52 55 56 43 54 41 56[ ( ) ] [ ( )]i i i i ih c A A A A A c ik A A A A A           

The non-trivial solutions of equations (38)-(40) exists if 

1 2 3 3 3 2 2 2 1 3 3 3 1 1[ ( ) ( )] [ ( ) ( )]g h d m h d m g h d m h d m                                            

                                 3 1 2 2 2 1 1[ ( ) ( )] 0g h d m h d m        (41) 

This is the frequency equation of Rayleigh surface wave in orthotropic magneto-thermoelastic 

half- space with two temperature theory with three-phase-lags model.  

8. Particular cases: 

Here we have illustrated the Rayleigh wave frequency equations for two-different 

thermoelastic boundary conditions:  

(1) Thermally insulated surface: 

For thermally insulated surface, the boundary condition is 0zq   on 0.z   In this case, 

Eq. (41) reduces to 
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1 2 3 3 3 2 2 2 1 3 3 3 1 1 3 1 2 2 2 1 1( ) ( ) ( ) 0g h d h d g h d h d g h d h d                           (42) 

(2) Isothermal surface: 

For isothermal surface, the boundary condition is 0T   on 0.z   In this case, Eq. (36) 

reduces to 

1 2 3 3 2 2 1 3 3 1 3 1 2 2 1( ) ( ) ( ) 0g h d h d g h d h d g h d h d                                                (43) 

(3) If we take 0 0H 
 
then the above problem will reduce to the problem of without 

magnetic effect. 

(4) If we take 1 3 0a a   then, the problem will reduce to the problem for without two-

temperature theory. 

9.  Discussion of secular equation: 

From Eq. (41), bearing in mind the various specific values of the parameters, one can obtain the 

following dissimilar results in orthotropic media:  

(a) If we substitute 0q T      and ( 1,3) 0iK i  
 
in the Eq. (41), consequently the 

secular Eq. (41) reduces to the frequency equation of Rayleigh wave for classical coupled 

thermoelasticity (CCT) theory [17].  

(b) At 0T   , 2 0,q 
 

* 0 ( 1,3), 0i qK i     in Eq. (41), the revised equation 

gives the frequency equation corresponding to Lord-Shulman model . 

(c) The frequency equation reduces in the case of GN model type-III when we put 

0q T    
 
in Eq. (41).

 

(d) If we consider * 0iK 
  

( 1,3)i    then Eq. (41) yields the frequency equation for 

dual-phase-lags theory of thermoelasticity developed by Singh et al. [17].  

10. Solution of the secular equation: 

In the propagation of Rayleigh wave, the corresponding wave number
 )(k and the phase velocity 

)(c are mostly complex quantities.  

For convenient, we consider,  

1 1 1c V i Q                                                                                           (44) 

Thus, the wave number of the wave propagation can be expressed as follows,  

k R iQ  where R
V


  in which V and Q are real.  
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The exponent in the surface wave solution (16) becomes ( )iR x Vt Qx  . This shows that 

V is the propagation speed, Q is the attenuation coefficient and   is the angular 

frequency of the waves. 

11. Path attenuation:   

The signal path loss is fundamentally the reduction in power density of an electromagnetic wave 

as it propagates through the medium in which it is travelling. The ratio of energy dissipated  E  

to the elastic energy stored  E  in a specific cycle, during the wave propagation, is termed as 

path attenuation or specific loss. To define the internal friction for a material, specific loss is the 

commonest factor (for details see Ref. Puri and Cowin [22]). For the seismic wave propagation 

with comparatively small amplitudes, Kolsky [23] has shown that the path attenuation 

factor
W

W equals  to 4  times the absolute value of the ratio of imaginary part of k  to the real 

part of k , that is , 

Im( )
4 4

Re( )

W k VQ
SL

W k
 




  

                             

                                      (45) 

12. Special cases: 

We know, transversely isotropic medium is a special case of orthotropic media, consequently,  

1311553311 2, ccccc   and .31    Further considering 0, 031  H  we discuss 

the following special cases:  

Case-(1): If we take 2 2 2 2 2 2
1 1 2 2 3, , ,k k k            then frequency, the 

equation for transversely isotropic thermally insulated half space under three-phase-lag 

model with two temperatures can be obtained as 

2 2
2 2 2

1 1 2 2 1 2 3 1 2

11 13 11

2
[2 ] [ 1 ] 4 ( ) 0

( )

c c

c c c

 
               


 (46) 

The frequency equation in transversely isotropic isothermal half space under three-phase-

lag model with two temperatures is obtained as 

2 2 2
2

1 2 3 1 2

11 13 11

2
[2 ] ( ) 4 [ 1 ] 0

( )

c k c

c c c

 
         


 (47) 

where, 
2 2 2 2 2

2 2 2 21 2
1 2 32 2 2

11 13

2
1 , 1 , 1 ,

( )

k c

c ck k k

   
         


, 2

1  and 2
2  are the 

roots of the biquadratic equation  
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3 2 * 2 2 2 2 2 2 2 2
4 2 21 1 2 1 1 11 0

* 2 2
113 2 1 3 3 11

{ (1 )}
[ ]

( )

e

e

ik cK k K C k c a k c T k c k c
k

cK ikc K a C k c c

    
 

  

   
  

 
  

        
3 2 * 2 2 2 2 2

21 1 2 1 1

* 2 2
113 2 1 3 3

(1 )
[ ] 0

( )

e

e

ik cK k K a k C k c k c
k

cK ikc K a C k c

   

  

  
  

 
 (48) 

One can obtain the frequency equation for transversely isotropic half space with three-phase-lag 

model discarding the two temperatures by taking .031  aa  
 

Case-(2): In transversely isotropic half-space, the frequency equation in classical coupled 

thermoelasticity discarding two-temperature model is obtained by taking  
 

*
1 3 0, ( 1,3) 0,ia a K i     0q T         

 

2 2
2 2 2

1 1 2 2 1 2 3 1 2

11 13 11

2
[2 ] [ 1 ] 4 ( )

( )

c c

c c c

 
              

   

                               

2
2 2 2

1 2 3 1 2

11 13 11

2
2 ( ) 4 ( 1 ) 0

( )

m c k c

k c c c

 
    

  
        

   

    (49) 

where, 0m corresponds to the thermally insulated surface and m corresponds to 

the isothermal surface. 

Here

 

2 2 2 2 2
2 2 2 21 2
1 2 32 2 2

11 13

2
1 , 1 , 1 ,

( )

k c

c ck k k

   
         


, 2

1  and 2
2  are the roots 

of the biquadratic equation  

3 3 22 2 2 2 2 2 2
4 2 2 21 1

3 11 3 11 3 11 11 3

[( ) (1 ) ] [ ] 0e eikc C ik c CK k Kk c k c k c
k k

K c K c K c c K

   
               (50) 

in which, 
2

0

11e

T

C c





  . 

Now if we consider KKKcc  311311 ,,2   , the frequency equation of the 

Rayleigh waves for isotropic half space can be obtained in classical coupled thermoelasticity 

without two temperatures model as follows: 

2 2 2 2 2
2 2 2 2

1 1 2 2 1 2 3 1 2 1 2 3 1 22 2 2 2
2 1 2 1

(2 ) [ 1 ] 4 ( ) [(2 ) ( ) 4 ( 1 )] 0
c c m c k c

kc c c c
                               (51) 

Equation (51) is similar as the result obtained in Nowinski [24], 

where, 
2 2 2 2 2

2 2 2 21 2
1 2 32 2 2 2

2

1 , 1 , 1 ,
k c

k k k c

  
          , 2

1  and 2
2  are the roots of  
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the biquadratic equation  

3 32 2
4 2

2 2
1 1

[ (1 ) ] 0e eikc C ik c Ck c

Kc Kc

 
           (52) 

in which 
2

0

2 2
1 e

T

c C





  and

  

2 2
1 2

2
, .c c

  

 


 

 

Case-(3): Discarding thermal parameters i.e. when there is no coupling between temperature and 

strain field, the frequency equation of orthotropic elastic half space yields  

1
2 2 22 2

55 55 33 1111
33 13 13

13 55 33 55 13 33 55 13 13 55

( )
2( ) ( )( ) ( 1)[ ]

2 2

c c c c c c cc c
c c c

c c c c c c c c c c

     
    

      
 (53) 

This agrees with the result of Abd-Alla et al. [16]. 

Putting 11 33 13 552 , ,c c c c         in Eq. (53), frequency equation of Rayleigh 

waves in isotropic elastic half space is obtained as  

1 1
2

2 2 22 2

2 2 2
2 1 2

2 4 1 1
c c c

c c c

     
        

     
                                                        (54) 

where, 2 2
1 2

2
, .c c

  

 


   

13. Expressions of the field functions:  

Here, we shall derive the expressions for displacements and the change in temperatures on the 

surface )0( z for isothermal half space during Rayleigh wave propagation. 

For the isothermal surface, we obtain on 0z   

1 exp( )u UA Qx ip                                                                      (55) 

1 exp( )w WA Qx ip                                                                 (56) 

1 1exp( )A Qx ip                                                                          (57) 

where 

2
45 56 43 43 52( ) ,i im A A A A A  

         
3

56 43 54 41 56( ),i i in A A A A A    
 

3 1 1 3 1 3 2 2 3 2 1 3 3 1
1 2 3

2 3 3 2 3 2 3 3 2

( ) [ ( ) ( )]
,

( ) ( )

g d g d d g d g d d g d g d
U m m m

g d g d d g d g d
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 1 3 2 2 3 2 1 3 3 13 1 1 3
1 2 3

2 3 3 2 3 2 3 3 2

( ) ( )( )
,

( ) ( )

d g d g d d g d g dg d g d
W n n n

g d g d d g d g d

  
  

 
 

 1 3 2 2 3 2 1 3 3 13 1 1 3
1 2 3

2 3 3 2 3 2 3 3 2

( ) ( )( )
,

( ) ( )

d g d g d d g d g dg d g d
d d d

g d g d d g d g d


  
  

 
( ).p R x Vt   

14. Path of surface particles: 

Path traced out by the surface particles during Rayleigh wave propagation:  

In this section, we investigate the path followed by the surface particles in an orthotropic 

thermoelastic half-space during the transmission of the Rayleigh wave influenced by magnetic 

field. It is revealed that due to thermal coupling, collaboration with magnetic field and linear 

approximation theory, the amplitude and the devastating factor that is slowness of the Rayleigh 

wave are became complex quantities (i.e. hypothetical). This is indicating the damping nature of 

the wave and phase differences observed in the displacement quantities.  

Therefore on the surface 0,z   the Eqs. (55) and (56) on retaining real parts lead to  

1 2cos( ), cos( )u U H p w W H p    
                                            (58)

 

where, 1 1 2exp( ), ( , ) (arg( ), arg( ))H A Qx U W     

On eliminating p from above equations, we get 

2 2 2 2
1 2 1 2( ) 2( )( )cos( ) ( ) sin ( )

u u w w
H

U U W W
                    (59) 

Here  

2
21 2

1 22 2 2 2 2 2

4cos ( ) 4 4
sin ( ) 0

U W U W U W

 
 


      

Therefore, Eq. (59) represents an ellipse in the u w  plane.  

The specifications of the traced out elliptical path i.e., the length of major axis  X2 , length of 

minor axis  Y2  and the eccentricities )(e of the elliptical paths are given by  

   



















 
2

1

21

22222222
2

22 cos4
2

, WUWUWU
H

YX  

1
2 2 2 22 2 2

1 22

1
2 2 2 2 2 22 2 2

1 2

2{( ) 4 cos ( )}

(( ) 4 cos ( ))

U W U W
e

U W U W U W

 

 

  


    

       (60) 

Thus, in the presence of the applied magnetic field, when a Rayleigh wave propagates into the  
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thermoelastic orthotropic medium, surface particles are moving in an elliptical manner and the 

lengths of its major as well as minor axes are depend on the term H , therefore, they increase or 

decrease exponentially. The decay of the amplitudes of the path of the surface particles depends 

on the attenuation coefficient as well as the propagation speed of the wave. Moreover, in presence 

of magnetic field, for a particular value of the propagation speed, the eccentricity of the elliptical 

path is decreased. Thus, application of magnetic field can change the shape of the surface 

particles’ movement during Rayleigh wave propagation.  

Let   is the inclination of the major axis to the wave normal then 

2 22
1 2

2 22
1 2

2{(tan 1) cos( ) ( ) tan }
tan(2 )

(tan 1)( ) 4 cos( ) tan

U W U W

U W U W

   


   

   


   
              

where,   is the angle of incidence of the wave. 

It is notable also that long wavelength components of the Rayleigh surface wave 

penetrate more deeply in the surface layer than the shorter wavelength and thus see 

higher velocities. Longer wavelength means a lower frequency as, 

Frequency Seismicvelocity Wavelength  . In the thermoelastic medium, Rayleigh wave 

occurs as a set of dispersed wave trains with low velocity, low frequency, and high 

amplitudes. Consequently, an increment in the values of thermal time delay helped the 

ground roll (Rayleigh wave) to enhance its penetration power in the medium.  

15. Numerical results and discussion: 

For numerical computations, we have considered the following data values of the relevant 

parameters for cobalt type material as follows: 

,10071.3 211

11

 Nmc ,10027.1 211

13

 Nmc ,10581.3 211

33

 Nmc 11 2
55 1.510 10 ,c Nm  

 

 
,deg1004.7 126

1

 Nm ,deg1090.6 126

3

 Nm ,deg69 11

1

 WmK  

,deg69 11

3

 WmK  

,deg1.13 `111*

1

 sWmK
 

,deg4.15 `111*

3

 sWmK
 

,1014.7 33  Kgm  

1 1381.4 deg ,eC JKg  
   

kT 2960  ,
    

1 1
0 1 310 , 1.2 , 0.02, 0.04.eH Am Hm a a      

Phase velocity, attenuation coefficient and specific loss factor for different values of the 

thermal time delays in the context of three-phase-lag (TPL), dual-phase-lag (DPL), 
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Green-Naghdi (GN) type-III and Lord-Shulman (LS) models of generalized thermo-

elasticity  have  been  computed  for  various values of frequency for stress free thermally  

insulated as well as isothermal boundaries. 

In general, we know
 

,c
k


  where ,k R iQ R

V


   in which V and Q are real. 

Therefore, for a fixed value of ,  Eqs. (42) and (43) reduce to a function of k  say 

( )G k . To obtain the solution of ( ) 0G k   we apply a fixed point iteration method up to a 

desired level of accuracy. The computer   simulated   results   are   presented   graphically    

for thermally   insulated   and isothermal boundary conditions as a function of frequency. 

Figs. 1-2 display a comparison study of phase velocity and attenuation coefficients in 

presence of a magnetic field as well as for several generalized thermoelastic models. A 

separate set of velocity profiles is observed for thermally insulated and isothermal 

boundary conditions as a function of wave number. It is observed, from Fig. 1 that in 

isothermal boundary condition velocity of Rayleigh wave decreases with increasing 

values of wave number. As energy dissipated more in isothermal boundaries, it is obvious 

that from Figs. 1-2 that the Rayleigh wave velocities are decreased with wave number in 

isothermal boundary condition and a reverse nature is shown in the insulated boundary 

condition. It is also observed that Rayleigh wave velocity starts from zero initially and 

increases with an increasing value of wave number as well as a magnetic field 0( )H  

under the consideration of the surface is thermally insulated. In contrary to the results in 

the insulated surface condition, a vice versa nature of the velocity profile is observed in 

the isothermal boundary condition. As evident from the phase-velocity spectrum (i.e., the 

considered dispersion curve) reported in Fig. 1, in this present study, the use of two 

distinct temperatures (not very common in surface-wave acquisition) would produce 

velocity spectra easily interpretable. Also, it is shown that the attenuation coefficient 

decreases with the increasing value of the wave number and the intensity of the applied 

magnetic field. From Fig. 2, it is seen that the phase velocity of Rayleigh wave and 

attenuation coefficients are significantly lesser in GN as well as TPL models of 

generalized thermoelasticity in comparison with the LS model with respect to wave 

number.  
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Figs. 3, 4 represent variations of phase velocities with frequency ( )  when a Rayleigh 

surface wave propagates through a thermoelastic and orthotropic half-space. Fig. 3 gives 

a comparison study in TPL model thermoelasticity for different values of q  with respect 

to frequency. It has been observed that the phase-lags due to heat fluxes into the medium 

has no such significant impact on phase velocity. Fig. 4 gives a comparison among phase 

velocities for different thermoelastic models. It is seen that the Rayleigh wave velocities 

are almost identical in the context of various generalized thermoelasticity theories.  

Figs. 5, 6 represent the comparison of attenuation coefficients in the context of the TPL 

model with respect to wave number ( )k  and frequency ( )  respectively. It has been 

observed that the thermal time delay due to heat fluxes has a significant impact on 

attenuation coefficient of Rayleigh wave. Increase amount of thermal time delay ( )q  can 

influence to hike the attenuation of Rayleigh surface wave.  

Figs. 7, 8 represent the comparisons of attenuation coefficients for different thermoelastic 

models. It has been detected from Fig. 7 that, in the context of LS as well as GN models 

Rayleigh wave realizes more attenuation in an orthotropic medium. Moreover, in 

comparison with phase-lags models LS and GN theories felt more attenuation, among 

them LS model gives maximum attenuation. Whereas, the TPL and DPL models are 

contributing almost identical attenuation in the Rayleigh wave propagation. Hence, the 

thermal time delay due to thermal displacement gradient ( )  has no such noteworthy 

influence on Raleigh wave attenuation. Fig. 9 represents the variation of attenuation 

coefficient for different values of thermal time delay .   As we have mentioned earlier, 

it is seen that the attenuation profiles are identical with the variation of the thermal time 

delay due to thermal displacement gradient
 

( ).  Fig. 10 gives the comparison of 

attenuation of Rayleigh wave propagation for isothermal as well as insulated boundaries. 

It  has  been  clearly  observed that in isothermal surface condition, attenuations are much  

lesser than that of insulated surfaces in TPL model.  

Figs. 11, 12 represent variations of specific losses for different values of phase lags due to  

heat fluxes and for various thermoelastic models respectively. It has been observed that 

an increase amount of thermal time delay due to heat fluxes helped to raise the quantity 
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of specific losses in Rayleigh wave propagation. Moreover, in the context of GN model 

Rayleigh wave realize larger amount of specific losses than TPL and LS models.  

16. Conclusion: 

The propagation of Rayleigh surface wave propagation in orthotropic thermoelastic solids  

under three-phase-lag model is investigated in the context of two-temperature generalized  

thermoelasticity model. Frequency equations of Rayleigh waves for insulated and 

isothermal boundary conditions are derived. Developed result has been validated by 

comparing it with the other existing results reported in the literature.  Path of surface 

particles during Rayleigh wave propagation is found elliptical.  

After analytical developments and numerical observations, we can conclude the 

following phenomena: 

1. Rayleigh wave velocity is increased slowly with the increasing wave number for the 

 insulated boundary condition, but a reversible nature is shown in isothermal 

 condition.  

2. The presence of magnetic field has a significant impact on the propagation of 

 Rayleigh wave. The intensity of magnetic field facilitated to increase the attenuation 

 in the wave.  

3. The Rayleigh wave maintained a very close profile picture for several generalized 

 thermoelastic models.  

4. In Rayleigh surface wave propagation in the framework of generalized theory of 

 thermoelasticity, the attenuation coefficients are much higher in the Lord-Shulman 

 thermoelastic model than that of other thermoelastic models including phase-lags.  

5. Increasing values of in the thermal time delays can help the ground roll (Rayleigh

 wave) to enhance its penetration power into the surface-layer.  

6. Influence of phase-lag due to heat flux vector is more dominating in comparison with other

 phase lags. 

In  this  article  we  have  attempted  a  theoretical  development  on  Rayleigh  wave 

propagation and its several aspects. Though it is a theoretical advance, but it can provide  

useful information for experimental researchers working in the field of geophysics, 

earthquake engineering and seismologist working in the field of mining tremors and 

drilling into the crust of the earth. 
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Fig. 1: Comparison between thermally insulated and isothermal surfaces in presence of magnetic 

field    

             (— 12,11,10 000  HHH with respect to wave number.  
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Fig. 2: Comparison among the three generalized thermoelastic models in the context  

              of Rayleigh wave propagation (— ModelTPLModelGNModelLS  ,,  

               with respect to wave number.   
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Fig. 3: Variation of phase velocity for different values of 

q with respect to frequency.  

 
Fig.4: Variation of phase velocity for different thermoelastic models with respect to frequency.  
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Fig.5: Variation of attenuation coefficient for different values of 

q  with respect to wave number.  

 
Fig.6: Variation of attenuation coefficient for different values of 

q  with respect to frequency.  
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Fig.7: Variation of attenuation coefficient for different thermoelastic models  

             with respect to frequency.  

 
Fig.8: Variation of attenuation coefficient for TPL and DPL models with respect to frequency. 
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Fig.9: Variation of attenuation coeficient foe different values of   with respect to frequency.  

 
Fig.10: Variation of attenuation coefficient for isothermal and insulated boundaries  

              with respect to frequency.  
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Fig.11: Variation of specific loss for different values of 
q  with respect to frequency.  

 

Fig.12: Variation of specific loss for different thermoelastic models with resoect to frequency.  
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ABSTRACT
This article deals with the various heat source responses in a transversely
isotropic hollow cylinder under the purview of three-phase-lag (TPL) gener-
alized thermoelasticity theory. In presence of magnetic field and due to
the rotating behavior of the cylinder, the governing equations are rede-
fined for generalized thermoelasticity with thermal time delay. In order to
obtain the stress, displacement and temperature field, the field functions
are expressed in terms of modified Bessel functions in Laplace transformed
domain. When the outer radius of hollow cylinder tends to infinity, the cor-
responding results are discussed. Finally an appropriate Laplace transform
inversion technique is adopted.
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1. Introduction

A considerable attention has been made since last few decades due to numerous applications of
thermoelasticity in various disciplines of science and technology. It is well known that the theory
of coupled thermoelasticity suffers from physical drawbacks that the thermal signal propagates
with the infinite speed. Biot (1956) introduced the theory of classical thermoelasticity based on
the thermodynamic principles of irreversible processes. In this theory, the equation of motion is
hyperbolic in nature and the heat conduction equation is parabolic. It still experiences defect of
uncoupled theory due to the presence of parabolic type heat conduction equation. For the elimin-
ation of this drawback in classical thermoelasticity theory, the generalized thermoelasticity theo-
ries are developed in which the heat conduction equation is of hyperbolic type.

Cattaneo (1958) replaces the Fourier law of heat conduction by introducing a single parameter
that acts as a relaxation time, thus a wave type equation is formulated by postulating a new law
of heat conduction instead of classical Fourier law. The first generalization is done by Lord and
Shulman (1967) and is referred to as L–S model. The L–S model is developed by a system of par-
tial differential equations (PDE) in which in comparison to a system of classical thermoelasticity,
the Fourier law of heat conduction is replaced by the Maxwell–Cattaneo law that generalizes the
Fourier law and introduces a single relaxation time into consideration. The second generalization
is due to Green and Lindsay (1972) which is known as G–L model. The G–L model is character-
ized by a system of PDE in which, in comparison to the classical system, the constitutive relations
for the stress tensor and the entropy are generalized by introducing two different relaxation times
into considerations. The third generalization is done by Hetnarski and Ignaczak (1993, 1996) and
is known as a H–I model. The H–I model has been introduced in an attempt to describe low-
temperature soliton-like thermoelastic waves. The fourth generalization to the coupled theory of
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thermoelasticity is introduced by Green and Naghdi (1993) and this theory is concerned with the
thermoelasticity theory without energy dissipation, referred to as G–N theory of type-II in which
the classical Fourier law is replaced by a heat flux-rate temperature gradient relation. The heat
transport equation does not involve a temperature rate term and as such this model admits
undamped thermoelastic waves in thermoelastic material. Detailed information regarding the gen-
eralized heat conduction model can be found in the monographs of Chandrasekharaiah (1986,
1998) and Ignaczak and Hetnarski (2014).

The generalized thermoelasticity theory with the dual phase lag effect has been developed by
Tzou (1995). Tzou introduced two different time lags, one for the heat flux vector and the other
for the temperature gradient. The delay time sT is supposed to be caused by the microstructural
interactions (small effects of heat transport in space, such as phonon-electron interaction or pho-
non scattering) and is called the phase lag of the temperature gradient. The other delay time sqis
interpreted as the relaxation time due to fast transient effects of the thermal inertia (or small
effects of heat transport in time) and is called the phase lag of the heat flux. The most recent
development in thermoelasticity theory is the thermoelasticity with three-phase-lags (TPL) by
Choudhuri (2007). In this model, a phase lag (s�) for the thermal displacement gradient is intro-
duced. The stability of TPL model is discussed by Quintanilla and Racke (2008). TPL model
includes TPL in the heat flux vector, the temperature gradient, and in the thermal displacement
gradient. To study some heat transfer problems involving very short time intervals and the prob-
lems of very high heat fluxes, the hyperbolic equation gives significantly different results than the
parabolic equation. TPL is very much effective in the problems of nuclear boiling, exothermic
catalytic reactions, phonon-electron interactions, phonon-scattering, etc.

Since nineteenth century the coupling phenomenon between thermo-mechanical behavior of the
materials and the electromagnetic response has been started. The electromagnetic interaction with
piezoelectric materials has been discovered in the early part of the twentieth century. The continued
development of electromagnetic interaction of piezoelectric materials has led to huge market of
products ranging from those for everyday use to most specialized devices. Since last two decades,
the electromagnetic interaction with composite materials has been developed. Such composites can
exhibit the field coupling which has not been seen in any of the monolithic constituent materials.
These electromagnetic composite materials have been used in many devices like ultrasonic imaging
devices, sensors, actuators, and transducers. Electromagnetic elastic materials have the ability that
they can convert the energy from one kind to another (among mechanical, electrical, and mag-
netic). Due to these special characteristics, these types of materials have been used in high tech
areas such as lasers, supersonic devices and in many information technological applications.

Anisotropy creates qualitatively new properties of elastic waves and acoustic phenomena that
have not got close analogous in isotropic media. Some of them have already found their practical
applications in real devices. A theoretical description of elastic waves in anisotropic material is a
very nontrivial problem. The study of wave propagation in anisotropic materials has been a sub-
ject of extensive investigation in the literature. It is of great importance in a variety of applica-
tions ranging from seismology to nondestructive testing of composite structures used in aircraft,
spacecraft, or other engineering industries.

Thermal stresses are the main cause of structural failures in industrial applications and for this
reason, the exact and general solutions are required for the thermoelastic problems. Due to the
presence of coupling between the energy equation and the equation of motion, the governing
equations of thermoelasticity are of complexity. For this complexity, some reasonable simplifica-
tions are made on these equations, such as dropping the coupling term in the energy equation,
which yields the uncoupled dynamical theory of thermoelasticity. As a general rule, the effect of
coupling term in the energy equation is small and the distinction between coupled and uncoupled
theories is negligible. Cylinders have many applications in engineering and it is interesting to
have a general solution for the thermoelastic problem.
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Chandrasekharaiah and Keshavan (1992) examined axisymmetric thermoelastic interactions in
an unbounded body with cylindrical cavity. Kar and Kanoria (2007) studied thermoelastic
Interaction with energy dissipation in an unbounded body with a spherical hole. Youssef (2006)
considered a problem of generalized thermoelastic infinite cylindrical cavity subjected to a ramp-
type heating and loading. Roychoudhury and Bandyopadhyay (2005) studied thermoelastic wave
propagation in rotating elastic medium without energy dissipation. Mukhopadhyay and Kumar
(2008a, 2008b) studied generalized thermoelastic interactions with a spherical cavity as well as
with a cylindrical hole. Abd-Alla and Mahmoud (2010) discussed magneto-thermoelastic problem
in rotating nonhomogeneous orthotropic hollow cylinder under the hyperbolic heat conduction
model. Abouelregal (2013) studied generalized thermoelastic infinite transversely isotropic body
with cylindrical cavity due to moving heat source and harmonically varying heat source. Recently
Sherief and Raslan (2016) examined thermoelastic interactions without energy dissipation in an
unbounded body with a cylindrical cavity. Kumar and Mukhopadhyay (2009) studied the effect of
three phase lags on generalized thermoelasticity for an infinite medium with a cylindrical cavity.
Kar and Kanoria (2009) considered generalized thermoelastic functionally graded orthotropic hol-
low sphere under thermal shock with TPL effect. Das, Kar, and Kanoria (2013) analyzed magneto-
thermoelastic response in a transversely isotropic hollow cylinder under thermal shock with three
phase lag effect. Banik and Kanoria (2012) discussed the effect of TPL on a two-temperature gen-
eralized thermoelasticity for infinite medium with spherical cavity. Abbas and Othman (2012) con-
sidered generalized thermoelasticity of thermal shock problem in an isotropic hollow cylinder and
temperature dependent elastic moduli. Othman and Abbas (2012) studied generalized thermoelas-
ticity of thermal shock problem in a nonhomogeneous isotropic hollow cylinder with energy dissi-
pation. Othman and Abbas (2015) examined the effect of rotation on a magneto-thermoelastic
hollow cylinder with energy dissipation using finite element method. Othman, Elmaklizi, and
Mansour (2017) considered the effect of temperature-dependent properties on generalized mag-
neto-thermoelastic with two-temperature under TPL model. Said (2016a) investigated the influence
of gravity on generalized magneto-thermoelastic medium for TPL model. Said (2015) studied
deformation of a rotating two-temperature generalized magneto-thermoelastic medium with
internal heat source due to hydrostatic initial stress. Said (2017) considered fiber-reinforced ther-
moelastic medium with an internal heat source due to hydrostatic initial stress and gravity for the
TPL model. Said (2016b) investigated wave propagation in a magneto-micropolar thermoelastic
medium with two temperatures for TPL model. Yang and Lin (2018) proposed a theoretical study
of the mechanism with variable compression ratio and expansion ratio. Huang (2018) discussed
simulation of friction and stiction in multibody dynamics model problems. Sun, Yan, and Gao
(2018) analyzed frequency-domain vibration response of thin plate attached with viscoelastic free
layer damping. Bhattacharya, Ananthasuresh, and Ghoshal (2018) proposed design of a one-
dimensional flexible structure for desired load-bearing capability and axial displacement.

In this study, our aim is to present magneto-thermoelastic interaction with thermal delay in
transversely isotropic rotating hollow cylinder in presence of various heat sources. To solve the
problem, Laplace transform technique is employed over field variables and the field functions are
expressed in terms of modified Bessel functions. A complete and comprehensive analysis of the
results has been presented for TPL model in presence of a magnetic field as well as rotation.
Applying inverse Laplace transform technique (see Appendix), effect of magnetic field and rota-
tion on radial stress and displacement are illustrated graphically.

2. Formulation of the problem

We consider a homogeneous transversely isotropic thermoelastic solid occupying the region of an
infinitely long hollow circular cylinder of internal radius ‘a’ and external radius ‘b’. We shall use
a cylindrical system of coordinates ðr; h; zÞ with the z-axis coinciding with the axis of cylinder.
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We shall also assume the initial state of the medium is quiescent. The outer of this cylinder is
assumed to be traction free and subjected to various heat sources that depend only on the timet,
while the inner surface is assumed to be in contact with a rigid surface and is thermally insulated.
We also consider the hollow cylinder is rotating in the presence of a magnetic field.

Due to radial symmetry of the problem, all functions considered are functions of the radial
distance from the axis of the cylinder r and the time t only.

Thus the displacement components are

ur ¼ u r; tð Þ; uh ¼ uz ¼ 0: (1)

The strain components are as follows:

err ¼ @u
@r

; ehh ¼ u
r
; ezz ¼ erh ¼ erz ¼ ehz ¼ 0: (2)

The cubic dilatation e is thus given by

e ¼ err þ ehh þ ezz ¼ @u
@r

þ u
r
¼ 1

r
@ ruð Þ
@r

: (3)

The stress-displacement-temperature relations are given by

rrr ¼ c11
@u
@r

þ c12
u
r
�bT

rhh ¼ c12
@u
@r

þ c11
u
r
�bT

; (4)

where T is the temperature above reference temperature, T0 is the reference uniform temperature
of the body chosen such that j T

T0
j � 1; c11; c12 are elastic constants, b is the thermal moduli, rrr

is the radial stress, and rhh is the tangential stress.
The equation of motion in presence of magnetic field and rotation can be taken as

rrr;r þ rrr�rhh
r

þ Fr ¼ q
@2u
@t2

þ Rr; (5)

where q is the mass density, Fr is the component of Lorentz force, and Rr is the component of
body force due to rotation.

We consider that the homogeneous transversely isotropic thermoelastic hollow cylinder is
rotating uniformly with angular velocity ~X ¼ X~n where ~n is a unit vector representing the direc-
tion of the axis of rotation. The displacement equation in the rotating frame has two additional
terms (Schoenberg and Censor 1973):

i. Centripetal acceleration ~X � ð~X �~uÞ due to time-varying motion only and
ii. Coriolis acceleration 2~X � _~u.

These terms do not appear in nonrotating media. The term Coriolis acceleration is neglected
here as this term appears only in case of moving frame.

If ~X ¼ ð0; 0;XÞ represents the rotation vector, the component of rotation is given by

Rr ¼ �qX2u: (6)

Let us consider that the cylinder is placed in a magnetic field with constant intensity ~H0 ¼
ð0; 0;H0Þ acting parallel to the direction of the z-axis.

The Lorentz force ~F is given by

~F ¼ l0 ~J � ~H
� �

; (7)

where~J is the current density vector.
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For a perfectly electrically and magnetically conducting elastic body, the electromagnetic field
is governed by Maxwell’s equations:

~r �~h ¼~J þ e0
_
E
*

; (8)

~r �~E ¼ �l0
_~h; (9)

~r:~h ¼ 0; (10)
~r:~E ¼ 0; (11)

where l0 and e0 are the electric permeability and magnetic permittivity respectively, ~r is the
Hamiltonian’s operator, ~H0 is initial magnetic field, ~h is perturbed magnetic field, and ~E is an
induced electric field.

For perfectly conducting medium from generalized Ohm’s law, we obtain

~E ¼ �l0 _~u � ~Hð Þ: (12)

As the magnitude of the perturbed magnetic field ð~hÞ is very small, in the discussion of linear
theory of elasticity we may neglect the product term involving h and its higher degrees.

From Eqs. (9) and (12) the induced field components in the cylinder are found to be

~E ¼ 0; E; 0ð Þ ¼ 0; l0H0
@u
@t

; 0

� �
;~h ¼ 0; 0; hð Þ ¼ 0; 0;�H0eð Þ: (13)

From Eqs. (8) and (13), the components of current density vector have the following form:

~J ¼ 0;H0
@e
@r

�e0l0H0
@2u
@t2

; 0

� �
: (14)

The components of Lorentz force can be obtained from Eqs. (7) and (14) as

~F ¼ l0H0
2 @e

@r
�e0l0

@2u
@t2

� �
; 0; 0

� �
: (15)

Maxwell’s electromagnetic stress tensor r�ij is given by

r�ij ¼ l0 Hihj þHjhi � ~H :~h
� �

dij

h i
; i; j ¼ r; h; z

Radial Maxwell stress r�rr ¼ loH
2
0e

We take rr ¼ rrr þ r�rr
TPL model in transversely isotropic cylindrical medium can be taken as

K� þ K þ s�K
�ð Þ @
@t

þ KsT
@2

@t2

� �
r2T ¼ 1þ sq

@

@t
þ s2q

2
@2

@t2

� �
qCe

@2T
@t2

þ bT0
@2e
@t2

� �
: (16)

where K is the classical thermal conductivity, K� is the material constant characteristic of the
theory, Ceis the specific heat at the constant strain, sq,sT , and s� are the phase lags of heat flux,
temperature gradient, and thermal displacement gradient, respectively where 0 � sT � sq,
t denotes time and r2 ¼ @2

@r2 þ 1
r
@
@r :

Using Eqs. (4), (6), and (15) in the Eq. (5), we get

c11 þ l0H
2
0

� � @e
@r

�b
@T
@r

¼ qþ e0l0
2H2

0

� � @2u
@t2

�qX2u (17)

Multiplying both sides by r and then using the operator 1
r
@
@r to both sides of Eq. (17), we

obtain
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c11 þ l0H
2
0

� �r2e�br2T ¼ qþ e0l
2
0H

2
0

� � @2e
@t2

�qX2e: (18)

We now consider the following initial conditions Eq. (19) and various boundary conditions.

3. Initial conditions

We assume following initial conditions to solve the problem:

u ¼ @u
@t

¼ T ¼ @T
@t

¼ 0 at t ¼ 0 (19)

4. Boundary conditions

The boundary conditions can be written in the following form:

1. The thermal boundary conditions:

T b; tð Þ ¼ F tð Þ (20)
@T
@r

a; tð Þ ¼ 0 (21)

2. Mechanical boundary condition:

rr b; tð Þ ¼ 0 (22)

u a; tð Þ ¼ 0: (23)

5. Solution in the Laplace transformed domain

Introducing the Laplace transform domain defined by the following formula:

�f x; sð Þ ¼ L f x; tð Þ� 	 ¼ ð1
0
f x; tð Þe�stdt;Re sð Þ>0 (24)

in Eqs. (18) and (16) and using homogeneous initial conditions, we obtain

c11 þ l0H
2
0

� �r2�e�br2�T ¼ qþ e0l
2
0H

2
0

� �
s2 � qX2

� 	
�e (25)

r2�T ¼ ss2 qCe
�T þ bT0�e

� �
(26)

where s1 ¼ 1þ ss�; s2 ¼ 1þ ssT ; s3 ¼ 1þ ssq þ s2s2q
2 ; s ¼ s3

K�s1þsKs2
:

Eliminating �e from Eqs. (25) and (26), we get

r4�Ar2 þ Bð Þ �T ;�e
� �

¼ 0 (27)

which can be written as

r2�k21
� � r2�k22

� �
�T ;�e
� �

¼ 0 (28)

where kiði ¼ 1; 2Þ is the square root of the positive real part of the roots k2i of the following char-
acteristic equation:

k4�Ak2 þ B ¼ 0 (29)

where A ¼ a6bþa2s2�a3
a1

; B ¼ ða2s2�a1�a3Þa5
a1

; a1 ¼ c11 þ l0H
2
0 ; a2 ¼ qþ e0l20H

2
0 ;
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a3 ¼ qX2; a4 ¼ ss2; a5 ¼ a4qCe; a6 ¼ a4bT0:

The solutions of Eq. (28) have the following form:

�T ¼
X2

i¼1
AiI0 kirð Þ þ BiK0 kirð Þ½ � (30)

�e ¼
X2

i¼1
A0

iI0 kirð Þ þ B0
iK0 kirð Þ� 	

(31)

where Ai;A0
i;Bi;B0

i are parameters depending on s and Inð:Þ;Knð:Þ denote the modified Bessel
functions of order n of the first, and second kind, respectively.

Substituting the values of �Tand �e in Eq. (25), we obtain

A0
i ¼

bk2i
a1k2i � a2s2 � a3ð Þ� 	Ai;B

0
i ¼

bk2i
a1k2i � a2s2 � a3ð Þ� 	Bi (32)

Now using the above relations in Eq. (31), we get

�e ¼
X2
i¼1

bk2i
a1k2i � a2s2 � a3ð Þ� 	 AiI0 kirð Þ þ BiK0 kirð Þ½ � (33)

Integrating Eq. (33) with respect to r, we obtain

�u ¼
X2

i¼1
mi AiI1 kirð Þ � BiK1 kirð Þ½ � (34)

where mi ¼ bki
½a1k2i �ða2s2�a3Þ� ; i ¼ 1; 2

In obtaining Eq. (34), we have used the following integral relations of the modified Bessel
functions: ð

xI0 xð Þdx ¼ xI1 xð Þ;
ð
xK0 xð Þdx ¼ �xK1 xð Þ

Thus we obtain

�rrr ¼ c11
P2

i¼1 mi kiI0 kirð Þ � I1 kirð Þ
r

� �
Ai þ kiK0 kirð Þ þ K1 kirð Þ

r

� �
Bi

� �� �

þc12
P2

i¼1
mi

r
AiI1 kirð Þ � BiK1 kirð Þ
 �� �

�b
P2

i¼1 AiI0 kirð Þ � BiK0 kirð Þ
 �h i (35)

6. Applications

In this section, we discuss the effect of various heat sources on the transversely isotropic hol-
low cylinder.

Case 1: (Constant heat source)
For constant heat source, we take the boundary conditions as

T b; tð Þ ¼ T0H tð Þ (36)

@T a; tð Þ
@r

¼ 0 (37)

rr b; tð Þ ¼ 0 (38)

u a; tð Þ ¼ 0 (39)

where HðtÞ denotes Heaviside function.
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Now the transformed boundary conditions become

�T b; sð Þ ¼ T0

s
(40)

@�T a; sð Þ
@r

¼ 0 (41)

�rr b; sð Þ ¼ 0 (42)

�u a; sð Þ ¼ 0 (43)

Thus from the boundary conditions Eqs. (40)�(43), we obtain the following system of linear
equations in A1;A2;B1 and B2 as

A1W11 þ A2W12 þ B1W13 þ B2W14 ¼ T0

s
; (44)

A1W21 þ A2W22 þ B1W23 þ B2W24 ¼ 0; (45)

A1W31 þ A2W32 þ B1W33 þ B2W34 ¼ 0; (46)

A1W41 þ A2W42 þ B1W43 þ B2W44 ¼ 0; (47)

where

W1i;W1jð Þ ¼ Io kibð Þ;Ko kj�2b
� �
 �

W2i;W2jð Þ ¼ kiI1 kiað Þ;�kj�2K1 kj�2a
� �
 �

: (48)

W3i;W3jð Þ ¼ I0 kibð Þ c11miki�bð Þ þmi

b
I1 kibð Þ c12�1ð Þ þ loH

2
0mikiIo kibð Þ;K0 kj�2b

� �
c11kj�2mj�2 þ b
� ��

þmj�2

b
K1 kj�2b
� �

1� c12ð Þ þ loH
2
0mj�2kj�2Ko kj�2b

� ��
W4i;W4jð Þ ¼ miI1 kiað Þ;�mj�2K1 kj�2a

� �
 �
and i ¼ 1; 2; j ¼ 3; 4:

From Eqs. (44)–(47), the values of A1;A2;B1, and B2 are obtained as

A1

A2

B1

B2

0
BB@

1
CCA ¼ M�1

T0

s
0
0
0

0
BBBB@

1
CCCCA: (49)

The Matrix M is given by

M ¼
W11 W12 W13 W14

W21 W22 W23 W24

W31 W32 W33 W34

W41 W42 W43 W44

0
BB@

1
CCA: (50)

The elements of Matrix M are given by Eq. (48).
Case 2: (Periodically varying heat source)
For periodically varying heat source the boundary Eq. (36) will be replaced by Eq. (51) and

other Eqs. (37), (38), and (39) will remain same.

T b; tð Þ ¼ T0 sin
pt
c

0; t>c
; 0 � t � c:

8<
: (51)
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Equation (40) will be replaced by the Eq. (52) and other Eqs. (41–43) will remain same.

�T b; sð Þ ¼ T0pc 1þ e�scð Þ
p2 þ s2c2ð Þ : (52)

The values of A1;A2;B1, and B2 are obtained as

A1

A2

B1

B2

0
BB@

1
CCA ¼ M�1

T0pc 1þ e�scð Þ
p2 þ s2c2ð Þ

0
0
0

0
BBBB@

1
CCCCA: (53)

The elements of Matrix M are given by Eq. (48).
Case 3: (Instantaneous heat source)
For instantaneous heat source, the boundary Eq. (36) will be replaced by Eq. (54) and other

Eqs. (37), (38), and (39) will remain same.

T b; tð Þ ¼ T0d tð Þ: (54)

Equation (40) will be replaced by Eq. (55) and other Eqs. (41), (42), and (43) will remain
same.

�T b; sð Þ ¼ T0: (55)

The values of A1;A2;B1, and B2 are obtained as

A1

A2

B1

B2

0
BB@

1
CCA ¼ M�1

T0

0
0
0

0
BB@

1
CCA: (56)

The elements of Matrix M are given by Eq. (48).

7. Limiting cases

a. If we put K� ¼ s� ¼ sT ¼ s2q ¼ 0; sq 6¼ 0then Eq. (16) converts to Lord–Shulman model.
b. If we put sq ¼ s� ¼ sT ¼ 0 then Eq. (16) reduces to Green–Naghdi model type-III.
c. If we put K� ¼ 0 then Eq. (16) reduces to dual-phase-lag model.

8. Particular cases

a. If we put c11 ¼ kþ 2l, c12 ¼ k then the above analysis reduces for isotropic material.
b. If we put X ¼ 0, then the above study reduces for transversely isotropic hollow cylinder

without rotation.
c. If we put H0 ¼ 0, then the above study converts for transversely isotropic hollow cylinder

without magnetic field.

9. Special case (cylindrical hole in infinite transversely isotropic medium)

When outer radius b approaches to infinity, we obtain an infinite transversely isotropic medium
with a cylindrical hole.

We write

�rrr ¼ �rrr Ið Þ þ �rrr Kð Þ; (57)

�rhh ¼ �rhh Ið Þ þ �rhh Kð Þ; (58)
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where

�rrr Ið Þ ¼
X2
i¼1

c11miki � bð ÞI0 kirð Þ �mi

r
c11 � c12ð ÞI1 kirð Þ

� �
Ai; (59)

�rrr Kð Þ ¼
X2
i¼1

c11miki þ bð ÞK0 kirð Þ þmi

r
c11 � c12ð ÞK1 kirð Þ

� �
Bi; (60)

�rhh Ið Þ ¼
X2
i¼1

c12miki � bð ÞI0 kirð Þ �mi

r
c12 � c11ð ÞI1 kirð Þ

� �
Ai; (61)

�rhh Kð Þ ¼
X2
i¼1

c12miki þ bð ÞK0 kirð Þ þmi

r
c12 � c11ð ÞK1 kirð Þ

� �
Bi: (62)

The asymptotic expression of IaðmÞ;KaðmÞ are given as

Ia mð Þ� emffiffiffiffiffiffiffiffiffi
2pm

p 1� 4a2�1
8m

þ 4a2 � 1ð Þ 4a2 � 9ð Þ
2! 8mð Þ2 � 4a2 � 1ð Þ 4a2 � 9ð Þ 4a2 � 25ð Þ

3! 8mð Þ3 þ ::::::::::

 !
;

(63)

Ka mð Þ� e�mffiffiffiffiffiffiffiffiffi
2pm

p 1þ 4a2�1
8m

þ 4a2 � 1ð Þ 4a2 � 9ð Þ
2! 8mð Þ2 þ 4a2 � 1ð Þ 4a2 � 9ð Þ 4a2 � 25ð Þ

3! 8mð Þ3 þ ::::::::::

 !
;

(64)

where a ¼ 0; 1:
For large values of b; K0 ðkibÞ and K1 ðkibÞ tend to zero.
As at a large distance the effect of stress vanishes, we must have A1 ¼ A2 ¼ 0.
Therefore, as b ! 1 we get

�rrr ¼
X2
i¼1

c11miki þ bð ÞK0 kirð Þ þmi

r
c11 � c12ð ÞK1 kirð Þ

� �
Bi; (65)

�rhh ¼
X2
i¼1

c12miki þ bð ÞK0 kirð Þ þmi

r
c12 � c11ð ÞK1 kirð Þ

� �
Bi; (66)

where Bi ði ¼ 1; 2Þ are given as

B1 ¼ �m2�F sð ÞK1 k2að Þ
m1K0 k2bð ÞK1 k1að Þ �m2K0 k1bð ÞK1 k2að Þ½ � ;

B2 ¼ m1�F sð ÞK1 k1að Þ
m1K0 k2bð ÞK1 k1að Þ �m2K0 k1bð ÞK1 k2að Þ½ � :

10. Numerical discussion

For numerical computation, we take the following values of transversely isotropic material:

c11¼ 128MPa;c12¼ 6MPa;T0 ¼ 298K;Ce ¼ 2�10�4J=KgK;b¼ 0:04=m2K;q¼ 8:836�103Kg=m3;
K¼ 100W=mK;K� ¼ 17W=mKs;sq ¼ 2�10�7s;sT ¼ 1:5�10�7s;s� ¼ 1�10�8s;X¼ 100rps; t¼ 0:2s:

Further for numerical purpose, we take l0 ¼ 1:2Hm�1; e0 ¼ 1:2Fm�1; H0 ¼ 10Am�1:
Figures 1–5 represent the graphs for constant heat source. In Fig. 1, it is observed that the

radial stress rrrðr; tÞ decreases with respect to distance. The graph representation for different
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Figure 1. Distribution of radial stress with respect to r for different values of t (for constant heat source).

Figure 2. Distribution of radial stress with respect to r (for constant heat source).
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Figure 3. Distribution of radial stress with respect to r for magnetic effect.

Figure 4. Distribution of displacement with respect to r for magnetic effect.
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Figure 5. Distribution of displacement with respect to r for different phase lag.
Case 2: (Periodically varying heat source)

Figure 6. Distribution of displacement with respect to r (for periodically varying heat source).
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time revealed that stress decreases with the increase of time. In Fig. 2, the effect of rotation and
magnetic field on radial stress is shown where it is noticed that the effect of magnetic field is
dominating. In Fig. 3, distribution of radial stress with respect to distance for different values of
magnetic field is shown. Radial stress increases with the increase of magnetic field. In Fig. 4, dis-
tribution of displacement uðr; tÞ with respect to distance is presented for different values of mag-
netic field. It is observed that displacement decreases with the increase of magnetic field. In
Fig. 5, distribution of radial stress with respect to distance for different values of phase lag is pre-
sented and displacement increases with the increase of phase lag.

Figure 7. Distribution of displacement with respect to r for various phase lags (for periodically varying heat. source).

Figure 8. Distribution of displacement with respect to r for different values of t (for periodically varying.
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Figures 6–10 represent the graphs for the periodically varying heat source. In Fig. 6, the dis-
placement is showing oscillatory behavior with respect to distance. The graph representing with-
out the effect of rotation is dominating here. In Fig. 7, the effect of various phase lags on
displacement is shown where it is noticed that the effect of phase lag for heat flux is dominating
here. In Fig. 8, distribution of displacement with respect to radius for different values of time is
shown. The graph representing time 0.2 sec is more dominating than the graph representing time

Figure 9. Distribution of radial stress with respect to r (for periodically varying heat source).

Figure 10. Distribution of radial stress with respect to r for different values of t (for periodically varying heat source).
Case 3: (Instantaneous heat source)
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1 sec. In Fig. 9, distribution of radial stress with respect to distance is presented where all the
graphs are showing oscillatory behavior i.e., wave type propagation is observed. In Fig. 10, distri-
bution of displacement with respect to distance for different values of time is shown. The graph
representing time 1 sec is more dominating than the graph representing time 0.2 sec.

Figures 11–13 represent the graphs for instantaneous heat source. In Fig. 11, the displacement
is showing oscillatory behavior with respect to distance. The graph representing without the effect
of rotation is dominating here. In Fig. 12, radial stress is showing oscillatory behavior with
respect to distance. The effect of magnetic field and rotation is clearly observed here. In Fig. 13,

Figure 11. Distribution of displacement with respect to r (for instantaneous heat source).

Figure 12. Distribution of radial stress with respect to r (for instantaneous heat source).
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distribution of radial stress with respect to distance for different values of time is shown. The
graph representing time 1 sec is more dominating than the graph representing time 0.2 sec.

11. Conclusion

In this work, the effect of magnetic field on the thermoelastic interaction in a transversely iso-
tropic rotating hollow cylinder has been investigated in the context of nonclassical theory of ther-
moelasticity. In presence of various heat sources at the external surface of the cylinder, the
displacement and radial stress are derived and discussed.

The analysis of graphs permits some concluding remarks:

i. Phase lag due to heat flux is much dominating factor in comparison with other phase lags.
ii. For constant heat source, radial stress decreases when time increases.
iii. For periodically varying heat source displacement and radial stress are harmonic in nature.

Displacement decreases when time increases.
iv. For instantaneous heat source displacement is converging to zero. Radial stress decreases

when time increases.
v. For all types of heat sources, displacement increases due to rotation and decreases due to

magnetic effect whereas radial stress decreases due to rotation and increases due to magnetic
effect.

The results presented in this article should prove useful for researchers in material science,
designers of new materials, physicists as well as for those working on the development of mag-
neto-thermoelasticity and in practical situations as in geophysics, optics, acoustics, geomagnetic,
etc. The used method in this article is applicable to a wide range of problems in thermodynamics
and thermoelasticity. This study may be useful for determining the strength and load carrying
ability and engineering structures, including buildings, bridges, cars, planes and thousands of
machine parts that most of us never see. It is especially important in the fields of mechanical,
civil, aeronautical, and materials engineering.

Figure 13. Distribution of radial stress with respect to r for different values of t (for instantaneous heat source).
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Appendix

We now outline the numerical inversion method (Branck 1999) used to find the solutions in the physical domain.
An n dimensional Laplace Transform of a real function f ðtÞ, with t ¼ ðt1; t2; ::::::::::; tnÞ as a row vector of n

real variables, is defined as

F sð Þ ¼
ð1
0

::::::: n�foldð Þ
ð1
0

f tð Þ exp �sttrð ÞYn
i¼1

dti; (A1)

where s ¼ ðs1; s2; :::::::; snÞ and tr means transposition.
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Under an assumption jf ðtÞj<v exp ðattrÞ, with v real positive and a ¼ ða1; ::::::; anÞ being a minimal abscissa of
convergence, and the nD Laplace Transform FðsÞ defined on a region fs 2 cn : Re½s� > ag with c ¼
ðc1; c2; ::::::::; cnÞ as an abscissa of convergence and the inequality taken component wise, the original function is
given by an n-fold Bromwich integral

f tð Þ ¼ 1
2pjð Þn

ðc1þj1

c1�j1
::::::::

ðcnþj1

cn�j1
F sð Þ exp sttrð ÞYn

i¼1

dti: (A2)

Substituting si ¼ ci þ jxi into Eq. (A2) and using a rectangular rule of the integration, namely xi ¼ miXi and
Xi ¼ 2p

�s i
as generalized frequency steps, with si forming a region of the solution, t 2 ½0;�s1Þ � ::::::::::: � ½0;�snÞ an

approximate formula is

~f tð Þ ¼ exp cttrð Þ Yn
i¼1

�s�1
i

 !X1
m1¼�1 :::::::

X1
mn¼�1 F sð Þ exp j

Xn

m¼1
miXiti

 �
; (A3)

with si ¼ ci þ jmiXi; for all i.
A limiting relative error dM of Eq. (A3) can be controlled by setting c ¼ ðc1; c2;::::::::; cnÞ, defining paths of the

integration in Eq. (A2) namely

ci ¼ ai� 1
�s i
ln 1� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ dMn
p

� �
� ai� 1

�si
ln

dM
n

; (A4)

for i ¼ 1; 2; ::::::::; n and while keeping the equalities �s1ðc1�a1Þ ¼ �s2ðc2�a2Þ ¼ :::::::: ¼ �snðcn�anÞ.
The simplification in Eq. (A4) is enabled due to small values dM considered in practice. The last equation is

used for setting up parameters of the nD NILT method relating them to a limiting relative error dM required for
practical computations.

The technique of practical evaluation of the n-fold infinite sum Eq. (A3) follows from the properties of the
n-fold Bromwich integral Eq. (A2), namely, we can arrange it into the form

f t1; t2; :::::::::; tnð Þ ¼ 1
2pj

ðc1þj1

c1�j1

1
2pj

ðc2þj1

c2�j1
::::::

1
2pj

:

ðcnþj1

cn�j1
F s1; s2; ::::::; snð Þesntndsn::::

0
B@

1
CAes2t2ds2

0
B@

1
CAes1t1ds1; (A5)

or shortly

f t1; t2; ::::::::; tnð Þ ¼ L1
�1 L�1

2 ::::::L�1
n F s1; s2; :::::::; snð Þ½ �:::::

h ih i
: (A6)

Although the order of the integration may be arbitrary on principle, here the above one will be used for an
explanation. Similarly Eq. (A3) can be rewritten as

~f t1; t2; ::::::; tnð Þ ¼ ec1t1

�s1

X1
m1¼�1

ec2t2

�s2

X1
m2¼�1

::::::::
ecntn

�sn

X1
mn¼�1

F s1; s2;::::::; snð ÞejmnXntn ::::::

 !
ejm2X2t2

 !
ejm1X1t1 ; (A7)

with si ¼ ci þ jmiXi. If we define Fn 	 Fðs1; s2; :::::::; snÞ; ::::::::: and F0 	 f ðt1; ::::::::; tnÞ, then n consequential par-
tial inversions are performed as

L�1
n Fnð Þ ¼ Fn�1 s1; :::::; sn�1; tnð Þ;

L�1
n�1 Fn�1ð Þ ¼ Fn�2 s1; ::::; tn�1; tnð Þ; (A8)

… … … … … … … … … … … … … … … .

L�1
1 F1ð Þ ¼ f t1; ::::::::::; tn�1; tnð Þ

As is obvious we need to use a procedure able to make the inversion of Laplace Transform dependent on other
ðn�1Þ parameters, complex in general. Let us denote arguments in Eq. (A8) by pi ¼ ðp1; ::; pn�1; pnÞ:

Then the ILT of the type

Fi�1 pi�1ð Þ ¼ L�1
i Fi pið Þ� � ¼ 1

2pj

ðc1þj1

c1�j1
Fi pið Þesiti dsi; (A9)

can be used n times, i ¼ n; n�1; ::::; 1 to evaluate Eq. (A8) with pn ¼ ðs1; ::; sn�1; snÞ; pn�1 ¼ ðs1; s2; ::; sn�1; tnÞ;
… … . .… . p1 ¼ ðs1; ::; tn�1; tnÞ and p0 ¼ ðt1; ::; tn�1;tnÞ; while pj ¼ sj for j � i and pj ¼ tj otherwise.
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A further technique is based on demand to find the solution on a whole region of discrete points. Then, taking
into account tik ¼ kTi in Eq. (A9) with Ti as the sampling periods in the original domain, we can write the
approximate formula

~Fi�1 pi�1ð Þ ¼ ecikTi

�si

X1
n¼�1

~Fi pið Þej2pmkTi=�s i ; (A10)

i ¼ n; n�1; ::::::; 1 and with Xi ¼ 2p
�s i

substituted. As follows from the error analysis a relative error is
predictable on the region Oerr ¼ ½0;�s1Þ � :::::::::½0;�snÞ: For k ¼ 0; 1; 2; :::::::;Mi�1; i ¼ 1; ::::; n; a maximum reach-
able region is Omax ¼ ½0; ðM1�1ÞT1� � ::::::::� ½0; ðMn�1ÞTn�: Thus, to meet the necessity condition Omax 
 Oerr

we can set up fittingly �si ¼ MiTi; i ¼ 1; 2; :::::; n: In practice, a region of the calculation is chosen to be Ocal ¼
½O; t1cal� � ::::::::::� ½O; tncal� with tical ¼ ðMi=2�1ÞTi; i ¼ 1; :::::; n to provide certain margins.
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Theory of Generalized Thermoelasticity
with Memory-Dependent Derivatives

Soumen Shaw1

Abstract: This paper theoretically demonstrates two aspects of a generalized heat conduction model with memory-dependent derivatives.
The characteristics of transient effects in an isotropic, thermoelastic medium were analyzed in terms of memory-dependent thermoelasticity
theory. The Lord–Shulman (LS) model gives an upper bound of thermal disturbances in a memory-dependent generalized thermoelasticity
model. For numerical implementation, a one-dimensional semi-infinite medium with one end subjected to a transient load was considered. An
integral transform method and, while in inverse transformation, an efficient and pragmatic numerical inverse Laplace transform (NILT) were
adopted. Parameter studies were performed to evaluate the effect of the kernel function and time delay. An appropriate Lyapunov function,
which is a significant scheme to study numerous qualitative properties, is proposed. DOI: 10.1061/(ASCE)EM.1943-7889.0001569.© 2019
American Society of Civil Engineers.

Author keywords: Memory-dependent derivative; Nonlocal thermoelasticity theory; Transient load; Lyapunov function.

Introduction

Nonlocal continuum field theories are concerned with the physics
of material bodies whose behavior at a material point is influenced
by the state of all points of the body. The nonlocal theory general-
izes the classical field theory in two respects: (1) the energy balance
law is considered valid globally; and (2) the state of the body
at a material point is described by the response functional. In this
description, nonlocality in time is known as memory dependence.
The theory of heat conduction in continuous media with memory
has drawn the attention of many researchers. Initially, the motiva-
tion was to avoid the unpleasant feature of the classical coupled
heat conduction model in which the thermal disturbance produced
at some point in the body is felt instantaneously at all other points.
This contradicts the fact that energy cannot propagate at a speed
exceeding the velocity of light.

Various physical interpretations and consequences of the
classical coupled dynamic thermoelasticity theories, which were
formed by the mixed parabolic-hyperbolic governing equations of
Biot (1956), produced infinite speed of thermal signals. To over-
come this technical issue, by incorporating the thermal time delay
(i.e., thermal relaxation times) factor into the heat flux model,
several researchers have attempt to modify the coupled dynamic
thermoelasticity theory. These studies were based on several mod-
ifications of Fourier’s law of heat conduction. The aim of enhance-
ment was to derive hyperbolic-type partial differential equations to
govern the heat conduction properties to simultaneously satisfy
the following conditions: (1) finiteness of heat signal propagation
speed, (2) spatial propagation of thermoelastic waves without
attenuation, and (3) existence of distortionless waveforms akin
to the classical d’Alembert-type waves. Cattaneo (1958) proposed
a wave-type heat equation by postulating a new law of heat

conduction to replace the classical Fourier’s law. Lord and Shulman
(1967), Green and Lindsay (1972), and Green and Naghdi (1991)
proposed three different generalized heat conduction equations
which are the most discussed hyperbolic-type heat equations in
the literature.

Memory-dependent derivatives (MDDs) were first incorporated
in Fourier’s law of heat conduction, a new hyperbolic-type heat
conduction equation by Wang and Li (2011). This new generaliza-
tion of hyperbolic-type heat conduction models is accepted as the
modified heat conduction law with measuring memory. The present
paper derives a generalized heat conduction equation with memory-
dependent derivatives in the form of a Fredholm integral equation
with a memory-dependent kernel. In addition, a one-dimensional
thermal shock problem and a punch problem are investigated using
the new memory-dependent heat conduction equation. Some para-
metric studies are performed to evaluate the effect of time delay and
kernel function on the thermoelastic response.

Memory in Material Modeling

Scott Blair’s model (Mainardi 2010), which is basically a material
model, includes a formula for memory phenomena in various
disciplines. The model takes the form

0D
α
t εðtÞ ¼ χσðtÞ ð1Þ

where 0D
α
t εðtÞ = fractional (fractional-order) derivative which de-

pends on the strain history from 0 to t, where 0D
α
t εðtÞ ¼ DnεðtÞ ¼

dn=dtnεðtÞ if α is an integer n; and χ = positive constant.
A fractional-order derivative is a generalization of an integer-

order derivative and integral. It originated from a letter of L’Hôpital
to Leibnitz in 1695 regarding the meaning of the half-order deriva-
tive. It is a promising tool for describing memory phenomena
(Rossikhin and Shitikova 2011; Stiassnie 1979). The kernel func-
tion of a fractional derivative is termed the memory function, but it
does not replicate any physical process. Imprecise physical mean-
ing has been a big obstacle that keeps fractional derivatives lagging
far behind the integer-order calculus.

There are several definitions of a fractional derivative. The
Riemann–Liouville derivative is one of most standard definitions
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0D
α
t εðtÞ ¼

1

Γðm − αÞ
dm

dtm

Z
t

0

εðτÞ
ðt − τÞαþ1−m dτ ð2Þ

where Γ = Euler’s gamma function; and m = integer satisfying
m − 1 ≤ α < m. A memory process generally consists of two
stages. The first is short, with permanent retention at the beginning,
and it cannot be neglected in general; the second is governed by the
fractional model Eq. (1). The critical point between the fresh stage
and the working stage is usually not the origin. This is quite differ-
ent from the traditional fractional models of one stage.

The key point is that the order of a fractional derivative is an
index of memory. The dimensionless form of the solution of
Eq. (1) is

E ¼ τα − ðτ − 1Þα ð3Þ
where τ ¼ t=tM; and EðτÞ ¼ εðtÞ=εM, where εM = strain at the end
of time of creeping t ¼ tM. The dimensionless relation E increases
with an increase of α. The higher the value of the index α, the
slower is the forgetting during the process. In particular, at
α ¼ 0, E ¼ 0 (nothing is memorized), and E ¼ 1 (nothing is for-
gotten) if α ¼ 1. Therefore, the fractional order α is defined as the
index of memory.

For a standard creep and recovery process, the specimen is usu-
ally loaded under a constant stress σðtÞ ¼ σ0 from 0 to tM, and the
load is removed at the instant t ¼ tM; then σðtÞ ¼ 0 for t ≥ tM. If
HðtÞ is the Heaviside function, Eq. (1) takes the following form:

0D
α
t εðtÞ ¼ χσ0ðHðtÞ −Hðt − tMÞÞ ð4Þ

where 0D
α
t εðtÞ = Riemann–Liouville fractional-order derivative

with zero initial condition. The superposition method gives the
solution of Eq. (4) as follows:

εðtÞ ¼ χσ0

Γðαþ 1Þ ðt
αHðtÞ − ðt − tMÞαHðt − tMÞÞ ð5Þ

This is in agreement with the early observation of the behavior
of some viscoelastic materials.

Eq. (1) works not only in modeling viscoelastic materials, but
also in modeling biological kinetics with memory. For example, for
protein adsorption kinetics, if the symbols σ and ε are replaced with
the concentration c and the surface density Γ of fibronectin therein,
respectively, then

σðtÞ ¼ σ0½HðtÞ −Hðt − tMÞ þHðt − tNÞ� ð6Þ
where σ0 ¼ 50 μg=ml; tM ¼ 240 s; and tN ¼ 1,150 s. The
absorbed density is found to be

εðtÞ ¼ χσ0

Γðαþ 1Þ ðt
αHðtÞ − ðt − tMÞαHðt − tMÞ

þ ðt − tNÞαHðt − tNÞÞ ð7Þ

Memory-Dependent Derivatives

In the last decade, non-integral (fractional)-order derivatives and
fractional differential equations have gained considerably more at-
tention in the fields of applied sciences and various engineering
disciplines (e.g., Ezzat 2010; Shaw and Mukhopadhyay 2011,
2016). Sabatier et al. (2007), Hilfer (2000), and Atanacković et al.
(2014) provided diverse theoretical advances and recent applica-
tions of fractional calculus. One hindrance to the wider use of
fractional-order methods by engineers is the absence of a simple
geometric picture for the fractional-order integral. There are several
definitions of fractional derivatives (e.g., Riemann–Liouville,

Caputo, Reisz, and Grunwald–Letnikov), each of which has specific
advantages and limitations, particularly when used to define a dis-
tribution of fluxes into a control volume or the effects of fading
memory on the forces applied in a free body diagram. Diethelm
(2010) incorporated a kernel function and modified a Caputo-type
fractional-order derivative as

Dα
afðtÞ ¼

Z
t

a
kαðt − ξÞfðmÞðξÞdξ ð8Þ

where kαðt − ξÞ = kernel function; and fðmÞ ¼ mth order derivative.
In applications, kαðt − ξÞ takes some specific form

kαðt − ξÞ ¼ ðt − ξÞm−α−1
Γðm − αÞ ð9Þ

Wang and Li (2011) proposed another form of the fractional
derivative with arbitrary kernel over a slipping interval as follows:

Dð1Þ
ω fðx; tÞ ¼ 1

ω

Z
t

t−ω
kðt − ξÞf 0ðx; ξÞdξ ð10Þ

where ω = time delay; and kðt − ξÞ = kernel function. Both can be
chosen freely.

The preceding modifications of fractional-ordered derivatives
are termed memory-dependent derivatives.

This paper uses the following definition of memory dependent
derivative:

Definition: For a differentiable function fðtÞ, the mth order
memory-dependent derivative of the function fðtÞ relative to the
time delay a > 0 is defined as

DðmÞ
a fðtÞ ¼ 1

a

Z
t

t−a
kðt;pÞfðmÞðpÞdp ð11Þ

where the time delay a denotes the memory scale; and the kernel
function kðt;pÞ must be a differentiable function with respect to its
arguments. The kernel function and the memory scales must be
chosen in such a way that they are compatible with the physical
problem, so this type of derivative provides more possibilities to
capture the material response. In this process, a nonlocality effect
comes into play in the theory of thermodynamics (Shaw and
Mukhopadhyay 2017; Banerjee et al. 2018).

Thermoelasticity Model Based on
Memory-Dependent Derivatives

From the Maxwell–Cattaneo theory to Green–Naghdi generalized
thermoelasticity models, it is well established that thermal memory
has a significant role in the theory of thermoelasticity (Shaw 2017).
In the 21st century, memory components have been introduced in
terms of fractional-order derivatives in numerous forms, as follows:
1. Sherief et al. (2010) introduced fractional derivatives in the heat

flux laws and modified Fourier’s law in the following manner:

qi þ τα
∂α

∂tα qi ¼ −Kθ;i; 0 < α ≤ 1 ð12Þ

2. Youssef (2010) introduced a fractional integral into the heat flow
relation

qi þ τ q̇i ¼ −KIα−1θ;i; 0 < α ≤ 2 ð13Þ

3. Ezzat and Fayik (2011) adopted the generalized fractional-order
Taylor series expansion

© ASCE 04019003-2 J. Eng. Mech.
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qi þ
τα

α!
∂α

∂tα qi ¼ −Kθ;i; 0 < α ≤ 1 ð14Þ

In these fractional models of modified heat flux laws, the
memory response is described by the fractional index parameter.

Yu et al. (2014) introduced memory-dependent derivatives in the
heat conduction law in the following way:

qi þ τDaqi ¼ −Kθ;i ð15Þ

where

Daqi ¼ Dð1Þ
a qi ¼

1

a

Z
t

t−a
kðt;pÞqð1Þi ðpÞdp ð16Þ

where the kernel kðt;pÞ and the time delay a may be chosen arbi-
trarily, which provides more possibilities to capture the material’s
physical characteristics.

Eq. (15) provides the following advantages compared with the
aforementioned amendments of Fourier’s law by using fractional
derivatives: (1) the influence of memory dependency claims it’s
superiority in terms of memory scale parameter; (2) in a limiting
sense, this simplification develops the Lord–Shulman model of
generalized thermoelasticity; and (3) because the kernel function
and the memory scale parameters may be chosen subjectively, it
is more malleable in many practical applications.

In general, the kernel function takes the following form:

kðt;pÞ ¼
�
p − t
a

þ 1

�
b

ð17Þ

For b ¼ 0; 1, and 2, the kernel is called constant, linear, or para-
bolic, respectively, and accordingly Eq. (15) takes the respective
forms

qðx; tÞ þ τ
a
½qðx; tÞ − qðx; t − aÞ� ¼ −K ∂θðx; tÞ

∂x ð18aÞ

�
1þ τ

a

�
qðx; tÞ − τ

a2

Z
t

t−a
qðx;pÞdp ¼ −K ∂θðx; tÞ

∂x ð18bÞ

�
1þ τ

a

�
qðx; tÞ − 2τ

a2

��
p − t
a

þ 1

�Z
qðx;pÞdp

�
t

p¼t−a

−
Z

t

p¼t−a

�
2τ
a3

Z
qðx;pÞdp

�
dp ¼ −K ∂θðx; tÞ

∂x ð18cÞ

In this respect, Shaw (2017), who studied generalized thermo-
elasticity with memory-dependent derivatives, showed how MDDs
have a significant impact in thermoelasticity theory.

Applications

With a new memory-dependent generalized thermoelasticity model
based upon memory-dependent derivatives established, this section
provides an alternative approach to describe memory dependence,
which has been commonly depicted by the fractional generalized
thermoelasticity model. Transient wave propagation in an isotropic
thermoelastic half-space with the memory-dependent generalized
thermoelasticity model and some parametric studies are performed
to determine the effect of memory and kernel function on the
thermoelasticity response.

Governing Equations

In the absence of heat sources, the equation for energy conservation
may be expressed as follows:

qi;i ¼ −ρT0η̇ ð19Þ

where ρ, T0, and η = mass density, reference temperature, and
entropy density, respectively.

The equation of motion may be written

σij;j þ fi ¼ ρüi ð20Þ

where σij = stress tensor; ui = displacement vector; and fi =
component of body forces.

The constitutive equation for linear isotropic thermoelastic
medium may be described as

σij ¼ λεkkδij þ 2μεij − γθδij

ρη ¼ γεkk þ
ρCe

T0

θ ð21Þ

where λ and μ = Lamé constants, where γ ¼ ð3λþ 2μÞαt, where
αt = coefficient of linear thermal expansion; Ce = specific heat at
constant strain; and

εij ¼
1

2
ðui;j þ uj;iÞ ð22Þ

represents the strain measures.
Appropriate boundary conditions associated with the preceding

governing equations must be adopted for a well-posed problem.
The displacement and temperature are prescribed on the two
subregions of the surface, Au and Aθ, respectively, as

ui ¼ ūi on Au

and θi ¼ θ̄i on Aθ

where ūi and θ̄i = prescribed values.
On the other hand, if surface traction and surface flux are

applied to the corresponding surfaces Aσ and Aq, then

σijnj ¼ T̄i on Aσ

and qini ¼ Q̄ on Aq

where T̄i and Q̄ = given surface traction and flux, respectively.

Memory Response in Solution of Thermoelastic
Problems

Thermal Shock Problem
This section considers a slim strip problem of a thermoelastic
medium which is assumed to be unstrained and unstressed initially.
The dimension in one direction (the x-direction) is much greater
than that in the other direction, so the problem may be simplified
as a one-dimensional problem. The boundary at one end is traction-
free while subjected to the instantaneous thermal shock T0δðtÞ,
and it is further assumed that neither elastic waves nor heat reach
the other end during the analysis. Therefore the problem can ulti-
mately be viewed as a one-dimensional semi-infinite traction-free
medium with instantaneous thermal loading T0δðtÞ at one end,
which is mathematically expressed as the following initial boun-
dary conditions:

© ASCE 04019003-3 J. Eng. Mech.
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uðx; tÞ ¼ u̇ðx; tÞ ¼ 0; θðx; tÞ ¼ θ̇ðx; tÞ ¼ 0 at t ¼ 0

σðx; tÞ ¼ 0; θðx; tÞ ¼ T0δðtÞ at x ¼ 0

uðx; tÞ → 0; θðx; tÞ → 0 as x → ∞; t > 0 ð23Þ

In terms of memory-dependent generalized thermoelasticity, to
solve the problem, one may obtain the governing equations from
the Eqs. (18)–(20) in terms of the displacement component u and
temperature θ as follows:

ðλþ 2μÞ ∂
2uðx; tÞ
∂x2 − γ

∂θðx; tÞ
∂x ¼ ρ

∂2uðx; tÞ
∂t2 ð24Þ

�
1þ τ

a

��
γT0

∂2uðx; tÞ
∂x∂t þ ρCe

∂θðx; tÞ
∂t

�

− τ
a

�
γT0

∂2uðx; t − aÞ
∂x∂t þ ρCe

∂θðx; t − aÞ
∂t

�
¼ K

∂2θðx; tÞ
∂x2

ð25Þ

For convenience, the following dimensionless quantities are
introduced:

ðx̄; ūÞ ¼ n1n2ðx; uÞ
ðt̄; τ̄ ; āÞ ¼ n21n2ðt; τ ; aÞ

σ̄ij ¼
σij

μ
; θ̄ ¼ θ

T0

; where n1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λþ 2μ

ρ

s
; n2 ¼

ρCe

K

Eqs. (24) and (25) may be recast in the following manner (the
bars of dimensionless quantities have been left out for brevity):

β1

�∂2uðx; tÞ
∂x2 − ∂2uðx; tÞ

∂t2
�

¼ β2

∂θðx; tÞ
∂x ð26Þ

∂2θðx; tÞ
∂x2 ¼

�
1þ τ

a

� ∂θðx; tÞ
∂t − τ

a
∂θðx; t − aÞ

∂t
þ g

��
1þ τ

a

� ∂2uðx; tÞ
∂x∂t − τ

a
∂2uðx; t − aÞ

∂x∂t
�

ð27Þ

where

β1 ¼ λþ 2μ; β2 ¼ γT0; g ¼ γ
ρCe

To solve the preceding system of coupled partial differential
equations with the prescribed boundary conditions Eq. (23), the
integral transformation technique is applied, and for inverse trans-
formation, an efficient numerical inverse Laplace transform (NILT)
algorithm is adopted (Appendix II).

Taking the Laplace transform with respect to the variable t and
denoting L½fðx; tÞ; t → s� ¼ f̂ðx; sÞ, from Eqs. (26) and (27) as
well as considering the Laplace transforms of the corresponding
initial, obtains

β1

�
d2

dx2
− s2

�
ûðx; sÞ ¼ β2

∂θ̂ðx; sÞ
∂x ð28Þ

d2θ̂
dx2

¼ h

�
θ̂þ g

dû
dx

�
; where h ¼ s − τ

a
sðe−sa − 1Þ ð29Þ

Eliminating θ̂ðx; sÞ from Eqs. (28) and (29) obtains the follow-
ing fourth-order differential equation:

�
A

d4

dx4
þ B

d2

dx2
þ C

�
ûðx; sÞ ¼ 0 ð30Þ

where A ¼ β1; B ¼ −β1ðh2 þ s2Þ − β2gh; and C ¼ hβ1s2.
Eq. (30) can be factorized as�

d2

dx2
− k21

��
d2

dx2
− k22

�
ûðx; sÞ ¼ 0 ð31Þ

where k2i ði ¼ 1; 2Þ = root of the following characteristic equation:

Ak4 þ Bk2 þ C ¼ 0 ð32Þ

Therefore the solution of Eq. (31) may of the form

ûðx; sÞ ¼
X2
i¼1

ûiðx; sÞ ð33Þ

where ûi is the solution of�
d2

dx2
− k2i

�
ûðx; sÞ ¼ 0; i ¼ 1; 2 ð34Þ

Considering the boundary condition ûðx; sÞ → 0 as x → ∞,
Eq. (33) may be expressed as

ûðx; sÞ ¼
X2
i¼1

ûiðsÞe−kix ð35Þ

where ki = root of k2 − k2i ¼ 0; ði ¼ 1; 2Þ, where ReðkiÞ > 0
(Appendix I).

Accordingly, one may express the solution of the temperature as

θ̂ðx; sÞ ¼
X2
i¼1

θ̂iðsÞe−kix ð36Þ

where ûiðsÞ and θ̂iðsÞ ði ¼ 1; 2Þ depend on the parameter s and can
be determined by the prescribed boundary conditions.

Substituting Eqs. (35) and (38) into Eq. (28) obtains

θ̂iðsÞ ¼ − β1ðk2i − s2Þ
kiβ2

ûiðsÞ ð37Þ

Therefore, only two of the parameters ûiðsÞ or θ̂iðsÞ ði ¼ 1; 2Þ
need to be clarified with the help of boundary conditions in Laplace
domain

σ̂ðx; sÞ ¼ 0; θ̂ðx; sÞ ¼ T0 at x ¼ 0 ð38Þ

Introducing the solutions of the displacement and temperature
into the nondimensional constitutive equation

σ̂ðx; sÞ ¼ β1

duðx; sÞ
dx

− β2θðx; sÞ

yields σ̂ðx; sÞ ¼
X2
i¼1

σ̂iðsÞe−kix ð39Þ

where σ̂iðsÞ ¼ −β1kiûiðsÞ − β2θ̂iðsÞ.
Combining Eqs. (38) and (39) with Eq. (36) obtains

θ̂ðx ¼ 0; sÞ ¼
X2
i¼1

θ̂iðsÞ ¼ T0 and σ̂ðx ¼ 0; sÞ ¼
X2
i¼1

σ̂iðsÞ ¼ 0

ð40Þ
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from which

θ̂1ðsÞ ¼
k21 − s2

k21 − k22
T0; θ̂2ðsÞ ¼ − k22 − s2

k21 − k22
T0 and

û1ðsÞ ¼
−k1β2

β1ðk21 − k22Þ
T0; û2ðsÞ ¼

k2β2

β1ðk21 − k22Þ
T0 ð41Þ

Punch Problem
For a one-dimensional punch problem, the corresponding math-
ematical formulation can be expressed in the following form:

uðx; tÞ ¼ u̇ðx; tÞ ¼ 0; θðx; tÞ ¼ θ̇ðx; tÞ ¼ 0 at t ¼ 0

σðx; tÞ ¼ σ0δðx; tÞ; θðx; tÞ ¼ T0 at x ¼ 0

uðx; tÞ → 0; θðx; tÞ → 0 as x → ∞; t > 0 ð42Þ

As in previous problem, the solution of the problem may be
expressed in the Laplace transform domain as follows:

ûðx; sÞ ¼
X2
i¼1

ûiðsÞe−kix; θ̂ðx; sÞ ¼
X2
i¼1

θ̂iðsÞe−kix ð43Þ

where ki = root of k2 − k2i ¼ 0; ði ¼ 1; 2Þ, where ReðkiÞ > 0
(Appendix I).

Satisfying the boundary conditions

θ̂ðx ¼ 0; sÞ ¼
X2
i¼1

θ̂iðsÞ ¼
T0

s
; σ̂ðx ¼ 0; sÞ ¼

X2
i¼1

σ̂iðsÞ ¼ σ0

ð44Þ

obtains

θ̂1ðsÞ ¼
k21 − s2

sðk21 − k22Þ
�
T0 − σ0

β2

k22 − s2

s

�
;

θ̂2ðsÞ ¼ − k22 − s2

sðk21 − k22Þ
�
T0 þ

σ0

β2

k21 − s2

s

�
and

û1ðsÞ ¼
−k1β2

β1sðk21 − k22Þ
�
T0 − σ0

β2

k22 − s2

s

�
;

û2ðsÞ ¼
k2β2

β1sðk21 − k22Þ
�
T0 þ

σ0

β2

k21 − s2

s

�
ð45Þ

Generalization of Memory-Dependent Heat
Conduction Equations

For b ¼ 1, in the expression of the kernel given by Eq. (17), the
generalized heat conduction equation takes the identical form as in
Eq. (29) with

h ¼
�
1þ τ

a

�
s − τ

a2
ð1 − e−asÞ ð46Þ

Therefore, in the Laplace transform domain, the displacement
component satisfies the same equation�

A
d4

dx4
þ B

d2

dx2
þ C

�
ûðx; sÞ ¼ 0

Similarly, for b ¼ 2, the heat conduction Eq. (29) takes the
modified form:

h ¼ s

�
1þ τ

a

�
þ 2τ

a2
ð1 − e−asÞ ð47Þ

During the investigation of memory response, Ezzat (2014,
2016), Ezzat et al. (2017), and Karamany et al. (2018)
proposed the expression of the kernel function in an alternative
way

DωfðtÞ ¼
1

ω

Z
t

t−ω
kðt − ξÞf 0ðξÞdξ

where

kðt − ξÞ ¼ 1 − 2b
ω
ðt − ξÞ þ a2ðt − ξÞ2

ω2
ð48Þ

¼

8>>>>>>><
>>>>>>>:

1; if a ¼ b ¼ 0

1 − t − ξ
ω

; if a ¼ 0; b ¼ 1

2

1 − ðt − ξÞ; if a ¼ 0; b ¼ ω
2�

1 − t − ξ
ω

�2
; if a ¼ b ¼ 1

ð49Þ

They discussed different aspects of thermal memory for differ-
ent values of the parameters a and b. To compare the results
of Ezzat et al. (2017) in the framework of the present analysis, sub-
stitute τθ ¼ 0, τq ¼ τ , and τ2q ¼ 0.

Consequently, ûðx; sÞ satisfies the equation

�
A

d4

dx4
þ B

d2

dx2
þ C

�
ûðx; sÞ ¼ 0

where A ¼ 1; B ¼ −½s2 þ sαð1þ εÞ�; and C ¼ α

where αðsÞ ¼ 1þ τ
ω
GðsÞ and

GðsÞ ¼ 1 − 2b
ωs

þ 2a2

ω2s2

− e−ωs
�
1 − 2bþ a2 þ 2ða2 − bÞ

ωs
þ 2a2

ω2s2

�
ð50Þ

Numerical Computation

Nonlocality responses have developed in the expressions of dis-
placements, temperature, and stresses. This section is confined
to locating the discontinuity and the magnitudes of the increase
in thermal deformation and the temperature distribution for differ-
ent values of the parameters of memory kernel. Because the roots
k21 and k22 of Eq. (32) are functions of s implicitly, analytical inver-
sion of the Laplace transformation of the field functions is a for-
midable task for all values of s. To obtain the physical nature of the
field functions, this paper adopts an efficient numerical technique
for inversion of the Laplace transform (Appendix II).

The numerical simulation considers a copper-like material with
the following physical data values: λ ¼ 77.6 GPa, μ ¼ 38.6 GPa,
αt ¼ 1.78 × 10−5 m=K, ρ ¼ 8,945 kg=m3, Ce ¼ 381 J=ðkg · KÞ,
K ¼ 400 W · m−1 · K−1, and T0 ¼ 293 K.

Figs. 1 and 2 show that with the increasing values of the param-
eters of the memory-dependent kernel, the response of the heat flux
into the medium is decreased, and consequently the thermal dis-
placements are also decreased. Therefore the heat flux response
into the medium can be predicted more accurately by choosing
an appropriate form of the kernel function.

© ASCE 04019003-5 J. Eng. Mech.
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Because some additional phenomena of heat fluxes into the
medium can be captured through the memory-dependent generalized
law of heat conduction, and the thermal disturbances decrease with
the higher-order of the kernel functions, according to the linear theory
of thermoelasticity, the rate of heat flux decreases with increasing
values of the memory parameters. The temperature distribution
profiles also decrease from linear to nonlinear forms of the memory
kernel (Fig. 3). In comparison with Ezzat et al. (2017), the temper-
ature profile is flat and high if some approximate (Taylor series ex-
pansion) form of the kernel function is considered (Figs. 2 and 4).

The thermal stresses generated into the medium decrease with
the increasing values of the parameter, and the stress generated by
the LS model gives an upper bound of the memory-dependent
linear thermoelasticity models (Figs. 5 and 6).

Systematic overlapping of the thermal waves sometimes gener-
ates few peaks in the thermal disturbances, which are seen in the
displacement versus distance figures. Generally, these peaks are
comparatively higher near the heat source and decrease with dis-
tance. For smaller values of a (e.g., a ¼ 0.01 and 0.05) the length
of memory is shorter, so the displacement profiles look like a wave-
form. However, for a ¼ 1, the length of the memory scale is long

Fig. 2. Comparison of thermal displacement at t ¼ 0.2 with the results
of Ezzat et al. (2017).

Fig. 1. Thermal displacement at t ¼ 0.2 with different values of (a) a; and (b) b.

Fig. 3. Temperature versus displacement at t ¼ 0.2 with different values of (a) a; and (b) b.
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and consequently the displacement profile has some dissimilar
nature. In response to an instantaneous heat source at x ¼ 0, dis-
placement profiles have reasonably higher peaks near the origin
and decrease with distance from the heat source. The memory
response in the punch problem is nearly identical in nature to
the values of the parameters such as thermal shock (Figs. 7–9).

The displacement is continuous for all values of x (Figs. 1, 2
and 7). A discontinuity in the displacement means formation of a
crack in the medium or that one portion of matter penetrates into
another, which violates the hypothesis of continuum mechanics, but
this thermo-elastic process does not allow those inconsistencies.

The temperature distribution which is revealed by the memory-
dependent generalized thermoelasticity theory in the medium is
presumed to be continuous. If any facture arises, then the entire
temperature field remains continuous, although at the crack surfa-
ces the observed temperatures may be dissimilar [Fig. 10(a)]. In
that case, the temperature field demonstrates a finite gradient
over the thickness of the fracture, i.e., across the fracture domain
[Fig. 10(b)]. The temperature sharing in the material domain is
piecewise continuous [Fig. 10(c)].

Stability Analysis

This section considers the problem defined in a smooth bounded
domain B with the following initial-boundary conditions:

θðx; 0Þ ¼ T0ðxÞ; θ̇ðx; 0Þ ¼ ϑ0ðxÞ; θ̈ðx; 0Þ ¼ η0ðxÞ;
x ∈ B; and θðx; tÞ ¼ 0; x ∈ ∂B

Define the following energy functional, which is a useful tool
for this study:

FðtÞ ¼ 1

2

Z
B
ðρCeðθ̇þ τDaθ̇Þ2 þ Kτ j∇θ̇j2Þdv

Therefore

F 0ðtÞ ¼ −
Z
B
∇ðθ̇þ τDaθ̇Þ · ðK∇θ̇Þdvþ Kτ

Z
B
ð∇θ̇Þð∇θ̈Þdv

¼ −
Z
B
ðKj∇θ̇j2Þdv − Kτ

Z
B
∇ðDaθ̇ − θ̈Þ · ð∇θ̇Þdv ≤ 0

Fig. 4. Comparison of temperature distribution at t ¼ 0.2 with the
results of Ezzat et al. (2017).

Fig. 5. Stress distribution at t ¼ 0.2 with different values of (a) a; and (b) b.

Fig. 6. Comparison of stress distribution at t ¼ 0.2 with the results of
Ezzat et al. (2017).
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Fig. 7. Variation of displacement with different values of (a) a; and (b) b.

Fig. 8. Variation of temperature with different values of (a) a; and (b) b.

Fig. 9. Stress distribution at t ¼ 0.2 with different values of (a) a; and (b) b.
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This inequality shows that the solutions of the considered
problem are stable whenever the memory dependent derivatives
are assumed to satisfy the condition Daθ̇ ≥ θ̈.

However, in order to perceive stronger results our aim to prove
that the solution decaying in an exponential way, first define
another function

GðtÞ ¼
Z
B

�
K
2
j∇θj2 þ ρCeθθ̇þ ρCeθDaθ

�
dv

So that G 0ðtÞ ¼
Z
B
ðρCeθ̇

2 þ ρCeθDaθÞdv

It is clear that F 0ðtÞ þ εG 0ðtÞ defines an equivalent norm to
FðtÞ, where ε is a small quantity, such that

F 0ðtÞ þ εG 0ðtÞ ¼ −
Z
B
ðKj∇θ̇j2 þ Kτ∇ðDaθ̇ − θ̈Þ · ð∇θ̇ÞÞdv

þ ε
Z
B
ðρCeθ̇

2 þ ρCeθDaθÞdv

is equivalent to an energy type of the formZ
B
ðj∇θ̇j2 þ j∇θ̈j2Þdv

Thus

F 0ðtÞ þ εG 0ðtÞ ≤ −KðFðtÞ þ εGðtÞÞ

which shows that the solutions decay in an exponential way.

Conclusion

This paper analyzed the theory of memory-dependent generalized
thermoelasticity and its applications in the mechanics of solids.
In terms of theoretical developments and numerical computations,
the following conclusions are reached:
1. The higher the value of the memory parameters, the slower is the

rate of heat flux into the medium;
2. The appropriate form of the kernel function can be chosen to

predict the response of the heat flux rate into the medium
accurately;

3. The Lord–Shulman model of thermoelasticity gives an upper
bound of thermal displacement and stresses for memory-
dependent generalized thermoelasticity theory;

4. It is encouraging that MDD also makes sense compared with
other generalized thermoelasticity theories; and

5. The stability of the solutions was proved and it was found that
the solutions are always (exponentially) stable only if the
memory derivative satisfies Daθ̇ ≥ θ̈.

The theoretical developments investigated in this paper may be
useful for researchers who are concentrating on material science,
mathematical physics, thermodynamics at low temperatures, and
the development of hyperbolic thermoelasticity theory.

Appendix I. Solution of Biquadratic Eq. (32)

Eq. (32) is exactly in the following form:

AðsÞk4 þ BðsÞk2 þ CðsÞ ¼ 0; s ∈ C

Substituting k2 ¼ λ obtains

AðsÞλ2 þ BðsÞλþ CðsÞ ¼ 0

Therefore, λ1;2 ¼ ð−B�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 − 4AC

p
Þ=2A ¼ xþ iy

Therefore
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x þ iy

p ¼ �
��� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2
p

þ x
q �	 ffiffiffi

2
p �

þ

i
n
½SgnðyÞ�= ffiffiffi

2
p o ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2
p − x

q �
.

Special Case: c; d ∈ R; d > 0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ id

p ¼ �
 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

c2 þ d2
p

þ c
p

ffiffiffi
2

p þ i
dffiffiffi
2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2 þ d2

p
− c

q !

Appendix II. Numerical Inversion of Laplace
Transform

Computation of the Laplace inversion numerically for the values of
t > 0 is a formidable task. Quite a few research articles have been
reported in the literature in this regard, and it remains a challenge to
the scientific computing community. Several methodologies for the
computation of this inversion technique are found, but most of the
problems are ill-posed (Davies and Martin 1979; Honig and Hirdes
1984; Epstein and Schotland 2008; Gzyl et al. 2013 and references
therein). To reduce the propagation of errors, the regularization
method is one of the common approaches to overcome these
ill-posedness of the problems.

This paper adopts a very simple methodology to compute the
inverse Laplace transform numerically over a real axis without con-
sidering the regularization approaches. First, discretize the trans-
form function

f̄ðsÞ ¼ L½fðtÞ; t → s� ¼
Z ∞
0

fðtÞe−stdt ð51Þ

as follows:

Fig. 10. Temperature distribution in a fractured medium: (a) fractured medium; (b) fracture domain; and (c) material domain.
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Z ∞
0

e−stfðtÞdt ≈ π2

4N

XN
k¼1

ð2k − 1Þe−sf½π2ð2k−1Þ2�=16NgfðtkÞ;

ReðsÞ > 0 ð52Þ

Next evaluate the preceding quadrature at some points
0 < s1 < s2 < : : : < sM, which yields a linear system of equations.
To obtain the inverse Laplace transformation, these equations must
be solved. Instead of using regularization methods, the instability
can be controlled by choosing the number of nodes skðk ¼
1; 2; : : : ;MÞ as well as the values of N.

Let 0 < s1 < s2 < · · · < sM be M < N nodes chosen from the
s-plane. Then Eq. (51) takes the matrix form

f̄ðsjÞ ¼
XN
k¼1

LjkfðtkÞ; j ¼ 1; 2; : : : ;M ð53Þ

where L denotes a matrix of order M × N where

Ljk ¼
π2

4N
ð2k − 1Þe−sjf½π2ð2k−1Þ2�=16Ng

j ¼ 1; 2; : : : ;M; k ¼ 1; 2; : : : : : : ;N

Thus

ðLLTÞjk ¼
2πffiffiffiffi
N

p
XN
l¼1

xle−ðsjþskÞxlΔσðxlÞ; where ΔσðxlÞ ≈ π

2
ffiffiffiffi
N

p

Therefore, if sj ≠ sk, LLT is nonsingular and rankðLÞ ¼ M.
This indicates that the linear system Eq. (53) can be written in
the simple form Lf ¼ f̄, which has a solution which can be found
by using the right inverse LTðLLTÞ−1, which yields

f ¼ LTðLLTÞ−1f̄ ð54Þ
This is the form by which the approximate numerical values of

the inverse Laplace transform can be obtained.
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Bending of a Thin Rectangular Isotropic Micropolar Plate

Soumen Shaw�
Department of Mathematics, IIEST, Shibpur, India

ABSTRACT
In this note, deflection of a thin rectangular isotropic micropolar plate is observed under
the influence of transverse loading. From the properties of asymptotic solution, a set of
hypotheses is considered and the corresponding governing equations of bending are
derived. The solutions are validated by comparing the numerical results and with their
counterparts reported in literature for classical Timoshenko plate theory and the Kirchhoff’s
theory of plate deformation.

KEYWORDS
Micropolar plate, Transverse
loading, Theory of
deflection,
Asymptotic solution

1. Introduction

The development of continuum mechanics is closely
related to the construction of generalized mathematical
models taking into account asymmetric elastic theory.
Owing to new problems in modern micro-mechanics
and nanotechnology, recently, asymmetric micropolar
moment theory gained an enormous interest. It has
been established that asymmetric theory of elasticity
offers a rigorous mathematical approach, based on field
equations, to describe the deformations of solids with
internal structure or continuously distributed defects.
Despite that fact, since last one decade, micropolar the-
ory of elasticity is rapidly developing in both theoretical
and applied directions [1–5].

Thin rectangular plate is a significant structural
component uses in numerous engineering applications
such as rigid pavements of highways and airports,
house and bridge decks etc. Because of its enormous
applications in several fields, in the last one or two
decades thin elastic plates with various boundary con-
ditions have been studied by several authors, among
them, we can mention, Ciarlet [6, 7], Timoshenko and
Woinowsky-Krieger [8], Goldenveizer [9], Neff and
Jeong [10], Naghdi [11], etc.

After the pioneering work of Kirchhoff, classical
plate theory explored with various aspects. Later on, a
number of research articles have been published to
give the foundations and methods of presumption of
Kirchhoff-Love theory and its possible improvements.
Mainly there are two methods to determine the
deflection of thin plate: (a) method of hypothesis (see,

Timoshenko and Woinowsky-Krieger [8]) and (b)
method of asymptotic expansion (see Goldenveizer
[9], Friedrichs and Dressler [12], Ciarlet and
Destuynder [13]).

There is another important classical theory that
takes into account the shear effect that is ignored in
the Kirchhoff-Love theory, which is known as the
Reissner-Mindlin Plate theory.

In the year 1986, the Cosserat brothers, Eugen and
Francois, published a monograph [14], where they pre-
sented a new variant of continuum mechanics as well as
the mechanics of rods and shells. They have attempted
to unify the field theories of mechanics, optics, and elec-
trodynamics through a common principle of least
action. They postulated that the invariance of energy
under Euclidean transformation was able to derive the
balance of force and balance of momentum. However,
they never wrote down the constitutive relations. Later
on, this continuum theory of elasticity is named as
Cosserat or micropolar continuum solid. The Cosserat
theory of elasticity is one of the most prominent
extended continuum models that feature three add-
itional degrees of freedom which are related to the rota-
tion of particles and they need not coincide with the
macroscopic rotation of continuum.

The Cosserat model can be posed in a variational
format as a two-field minimization problem for usual
displacement ð~uÞand microrotation ð~/Þ. Application
of such approach in the development of plate theory
was discussed by Neff and Jeong [10] and Altenbach
and Eremeyev [15].
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Like Kirchhoff-Love classical plate theory, taking the
following assumptions over the variation of unknowns
across the plate thickness, a linear theory of micropolar
plates has been formulated by Eringen [16].

(i) The transverse displacement component is inde-
pendent of transverse coordinate. The in-plane
displacement components are not only function
of the in-plane coordinates but they are also lin-
ear function of transverse coordinate.

(ii) Both transverse and in-plane components of
microrotation are independent of trans-
verse coordinate.

The two-dimensional equations of this theory are
deduced with the help of independent integration over
the plate thickness. Later on Green and Naghdi [17]
derived a different set of governing equations of micro-
polar plate by using asymptotic expression method.
They concluded that the method used by Eringen [16]
does not provide a consistent approximate theory of
plates based on three dimensional equations of micro-
polar elasticity. More information and various aspects
of micropolar plate theories of Eringen can be found in
the work of and Wang [18]. Recently, boundary value
problems of the asymmetric theory of thin elastic plate
and high frequency vibrations have been discussed by
respectively, Sargsyan [19] and Shaw [20].

In this article, classical Kirchhoff-Love plate theory
is developed in the context of micropolar theory of
elasticity. Adopting the method of hypothesis, owing
to Timoshenko and Woinowsky-Krieger, a set of
hypotheses which are compatible with micropolar the-
ory of elasticity, is established. As an application, two

special cases (S-S and C-C modes) are considered.
Finally, a comparison study is being made on the
plate defection as well as bending stresses over clas-
sical plate (including transverse shear strain).

2. Formulation of the problem

We consider a rectangular isotropic micropolar thin
plate in the Cartesian system ðx1; x2; x3Þ, as shown
in Fig. 1. The length, width, and thickness of the
plate are a; b, and 2h, respectively. The coordinate
plane Ox1x2 is attached to the middle plane of the
plate with a static mechanical load q in
x3 direction.

We use the following basic equations (in the
Cartesian coordinate of xn, where n ¼ 1; 2; 3) of the
spatial static problem of linear micropolar theory of
elasticity with independent fields of displacements and
rotations [1]:

Equilibrium equations:

rmn;m ¼ 0; lmn;m þ enlkrlk ¼ 0 (1)

Constitutive relations:

rmn ¼ lþ að Þcmn þ l� að Þcnm þ kckkdnm (2)

lmn ¼ cþ eð Þvmn þ c� eð Þvnm þ bvkkdnm (3)

Geometrical relations:

cnm ¼ um;n�eknm/k; vnm ¼ /m;n (4)

Here rnm and lnm are the components of force and
couple stress tensors, cnm and vnm are the components
of bending strain and torsion tensors. un and /n are

Figure 1. Deflection of a thin micropolar plate.
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the components of the displacements vector and the
independent rotation of the body points. a; b; c, and
are the elastic constants of the micropolar material,

k ¼ E�
1þ �ð Þ 1� 2�ð Þ ; l ¼ E

2 1þ �ð Þ
where E and �, respectively, denotes Young’s modulus
and Poisson’s ratio of the material, subscripts n after
the comma denotes differentiation with respect to xn
coordinate, �h � x3 � h, ekmn is the Levi-Civita ten-
sor, dmn is the Kronecker delta and each subscripts
l;m; n, and k takes the values 1; 2; 3.

At a ¼ 0, system of Eqs. (1)–(3) is divided into the
classical elasticity theory equations and the pure bend-
ing theory equations.

The solution of the problem (1)–(3) is the sum of
the solutions for the problems that are symmetric and
anti-symmetric with regard to x3. In the symmetric
problem (plane stress state of the plate)
rii; rij; r33; li3; l3i; ui;/3 are even functions with
respect to x3 and ri3; r3i; lii;lij; l33; u3,/i are odd
functions. In the anti-symmetric problem (bending of
the plate) rii; rij; r33; li3; l3i; ui;/3 are odd function
with regard to x3, and ri3;r3i; lii; lij; l33; u3,/i are
even functions. Henceforth, in this paper, the sub-
scripts i and j ði 6¼ jÞtake the values 1 and 2.

Now we construct a model of a micropolar thin
elastic plate based on the method of hypotheses.
These hypotheses are formulated on the basis of the
results of the asymptotic analysis of the BVP (1)–(4)
in areas such as plates [19].

Determination of the internal (and boundary)
stress–strain state is highly dependent on the material
moduli of the plate. We consider the case where the
following assumptions are valid for the dimensionless
physical parameters of the plate:

l
a
�1;

a2l
b

�1;
a2l
c

�1;
a2l
e

�1 (5)

In the construction of two-dimensional model of
micropolar thin plates with independent fields of dis-
placements and rotations in this case, the qualitative
results of the asymptotic solution (see Ref. [19]) of the
BVP (1)–(4) allow us to accept the following hypotheses:

(i) The element originally perpendicular to the mid
plane of the plate remains straight after deform-
ation but may not be perpendicular to the
deformed mid plane, and it freely rotates by a
certain angle, while its length does not change.

Consequently, there is a linear relationship of
changes of displacements and free rotations:

ui ¼ x3Wi x1; x2ð Þ; u3 ¼ w x1; x2ð Þ;/i ¼ Xi x1; x2ð Þ;
/3 ¼ x3C x1; x2ð Þ;

(6)

where Wi are the total angles of rotations, Xi are the free
angles of rotations of the initially normal element with
respect to xi axes, w is the distance over which the middle
plane points are displaced in the direction of x3 axis and C
is the intensity of the free rotation/3 with respect to x3 axis.

� (ii) In the constitutive relation (2), the stress
r33 is negligibly small compared with the
stresses riiði ¼ 1; 2Þ.

� (iii) From the asymptotic expansion of stress, dis-
placement and independent rotation, we
know that [19],

Q ¼
Xs
s¼0

ds�qQ sð Þ

where s is the number of the asymptotic approxima-
tion, Q is any of the stresses, displacements and inde-
pendent rotations, q is a natural number, which is
different for different quantities and is determined
from the condition of self-consistency. d ¼ h=a � 1 is
the perturbation parameter.

For bending of the micropolar plate:

q ¼ 1 for ri3; r3i; lij; lii; l33; u3;/i

q ¼ 0 for rii; rij; r33; li3; l3i; ui;/3

So in determining the strains (bending and tor-
sion), the force stress r3i and couple stress l33 are
taken in the form:

r3i ¼ r 0ð Þ
3i x1; x2ð Þ; l33 ¼ l 0ð Þ

33 x1; x2ð Þ (7)

Introducing these quantities, r3i and l33 are
defined as the sum of the values in Eq. (7) and the
result of integrating first two equations or sixth equa-
tion of Eq. (1), respectively. These stresses should sat-
isfy the condition that their values averaged over the
plate thickness are vanishes.

3. Construction of governing equations

Equilibrium Eq. (1) can be rewritten in the following
form:

@r1i
@x1

þ @r2i
@x2

þ @r3i
@x3

¼ 0 (8a)

@r13
@x1

þ @r23
@x2

þ @r33
@x3

¼ 0 (8b)
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@l1i
@x1

þ @l2i
@x2

þ @l3i
@x3

þ �1ð Þj rj3 � r3jð Þ ¼ 0 (8c)

@l13
@x1

þ @l23
@x2

þ @l33
@x3

þ r12�r21 ¼ 0 (8d)

and the constitutive relations:
@ui
@xi

¼ rii�� rjj þ r33ð Þ
E

(9a)

@u3
@x3

¼ r33�� r11 þ r22ð Þ
E

(9b)

@uj
@xi

� �1ð Þj/3 ¼ rij
lþ a
4la

�rji
l�a
4la

(9c)

@u3
@xi

þ �1ð Þj/j ¼ ri3
lþ a
4la

�r3i
l�a
4la

(9d)

@ui
@x3

� �1ð Þj/j ¼ r3i
lþ a
4la

�ri3
l�a
4la

(9e)

@/i

@xi
¼ bþ c

c 3bþ 2cð Þ lii �
b

2 bþ cð Þ ljj þ l33ð Þ
� �

(9f)

@/3

@x3
¼ bþ c

c 3bþ 2cð Þ l33 �
b

2 bþ cð Þ l11 þ l22ð Þ
� �

(9g)

@/i

@xj
¼ cþ eð Þlji� c� eð Þlij

4ce
(9h)

@/3

@xi
¼ cþ eð Þli3� c� eð Þl3i

4ce
(9i)

@/i

@x3
¼ cþ eð Þl3i� c� eð Þli3

4ce
(9j)

We consider the force stresses and couple stresses, on
the plate faces x3 ¼ 6h, are prescribed as:

r3i ¼ pi
2
;r33 ¼ 6

p3
2
; l3i ¼ 6

mi

2
; l33 ¼

m3

2
(10)

Depending on the ways of application of external
load and plate fixation, the boundary conditions on the
lateral surface are written in terms of stresses, couple
stresses, displacements, and rotations or in mixed form.

It is convenient to rewrite Eqs. (9c)–(9e);
@u2
@x1

þ @u1
@x2

¼ r12 þ r21
2l

(11)

@u3
@xi

þ @ui
@x3

¼ ri3 þ r3i
2l

(12)

/i ¼ �1ð Þjþ1 1
2

@uj
@x3

� @u3
@xj

 !
þ �1ð Þj r3j�rj3

4a
(13)

/3 ¼ � 1
2

@u1
@x2

� @u2
@x1

� �
þ r21�r12

4a
(14)

Now solving Eq. (9f) and using Eq. (6) we get,

lii ¼
4c bþ cð Þ
bþ 2c

@Xi

@xi
þ 2bc
bþ 2c

@Xj

@xj
þ b
bþ 2c

l33 (15)

and from Eq. (9h) we get,

lij ¼ c� eð Þ @Xi

@xj
þ cþ eð Þ @Xj

@xi
(16)

which are independent of x3 coordinate.
Again, using Eqs. (6), (7), and (15), from Eq. (9g)

we obtain

C x1; x2ð Þ ¼ � 1
bþ 2c

b X1;1 þ X2;2ð Þ � l 0ð Þ
33

h i
(17)

Using Eq. (7), from Eq. (9d) we get

ri3 ¼ 4la
lþ a

@w
@xi

þ �1ð ÞjXj

� �
þ l�a
lþ a

r 0ð Þ
3i (18)

Now integrating Eq. (9e) with respect to x3 and
using Eq. (18) we get,

ui ¼ x3
lþ a

r 0ð Þ
3i � l� að Þ @w

@xi
þ �1ð Þj2aXj

� �
(19)

Integrating Eq. (8b) with respect to x3 we get,

r33 ¼ �x3
@r13
@x1

þ @r23
@x2

� �
(20)

Upon using the boundary condition (10) yields,

r33 ¼ �x3
p3
2h

(21)

Substituting the value of r33 from Eq. (21) in Eq.
(9a) and using Eq. (6) we get,

rii ¼ x3
E

1� �2
@Wi

@xi
þ �

@Wj

@xj

" #
� �

1� �

x3p3
2h

(22)

The stresses r12 and r21 can be determined by solv-
ing the system of Eq. (9c) with the help of Eq. (6);

rij ¼ lþ að Þ @uj
@xi

þ l� að Þ @ui
@xj

� �1ð Þj2ax3C x1; x2ð Þ
(23)

Now we consider the equilibrium Eq. (8c). In view
of the third assumption and with regard for the fact
that the couple stresses lii and lij are independent of
x3. Integrating Eq. (8c) with respect to x3 we get,

l3i ¼ �x3
@l1i
@x1

þ @l2i
@x2

þ �1ð Þj rj3 � r 0ð Þ
3j

� 	� �

Upon using the boundary condition (10) we get,

l3i ¼ x3
mi

2h
(24)

Again, using Eqs. (9f), (6), and (24) we get,

li3 ¼ �x3
c�e
cþ e

mi

2h
� 4ce
cþ e

@C
@xi

� �
(25)

Integrating the equilibrium Eq. (8a) and using Eqs.
(22) and (23) we obtain
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r3i x1; x2; x3ð Þ ¼ �x23
@

@xi

E
1� �2

@Wi

@xi
þ �

@Wj

@xj

( )
� �

1� �

p3
2h

" #

� x23
@

@xi
lþ að Þ @Wi

@xj
þ l� að Þ @Wj

@xi
� �1ð Þj2aC

" #
þ �r x1; x2ð Þ

(26)

Now from the 3rd assumption, r3iðx1; x2; x3Þ must
satisfy

ðh
�h

r3i x1; x2; x3ð Þdx3 ¼ 0 (27)

Hence, one can determine the expression of
�rðx1; x2Þ from the condition (27). Then finally we
obtain,

r3i x1; x2; x3ð Þ ¼ r 0ð Þ
3i x1; x2ð Þ� x23 �

h2

3

� �
@

@xi

E
1� �2

@Wi

@xi
þ �

@Wj

@xj

 !
� �

1� �

p3
2h

" #
� x23 �

h2

3

� �

@

@xj
lþ að Þ @Wi

@xj
þ l� að Þ @Wj

@xi
� �1ð Þj2aC

" #

(28)

Again integrating the equilibrium Eq. (8d) and
using Eq. (25) we get,

l33 x1; x2; x3ð Þ ¼�l x1; x2ð Þ�x23½
2ce
cþ e

@2C
@x21

þ @2C
@x22

 !

þ a
@W2

@x1
þ @W1

@x2

� �
þ l� að ÞC x1; x2ð Þ�

(29)

From the 3rd assumption we know,

ðh
�h

l33 x1; x2; x3ð Þdx3 ¼ 0 (30)

Hence,

l33 x1; x2; x3ð Þ ¼ l 0ð Þ
33 x1; x2ð Þ þ h2

3
� x23

� �

2ce
cþ e

@2C
@x21

þ @2C
@x22

 !
þ a

@W2

@x1
þ @W1

@x2

� �
þ l� að ÞC x1; x2ð Þ

" #

(31)

With the complete formulas for the tangential
stress r3i and couple stress l33, one can satisfy the
boundary condition (10) for these quantities. As a
result, we obtain the following two equations:

pi ¼ r 0ð Þ
3i x1; x2ð Þ� 2h2

3
@

@xi

E
1� �2

@Wi

@xi
þ �

@Wj

@xj

 !
� �

1� �

p3
2h

" #(

þ @

@xj
lþ að Þ @Wi

@xj
þ l� að Þ @Wj

@xi
� �1ð Þj2aC

" #)

(32)

m3 ¼l 0ð Þ
33 x1; x2ð Þ� 2h3

3

"
2ce
cþ e

@2C
@x21

þ @2C
@x22

 !

þ a
@W2

@x1
þ @W1

@x2

� �
þ l� að ÞC x1; x2ð Þ

# (33)

For the bending problem, from the equivalence condi-
tion one obtain the following formulas for the internal
transverse forces averaged across the plate thickness
ðN13:N23;N31;N32Þ, bending and torsional moments of
the stresses ðM11;M12;M21;M22Þ, bending and tor-
sional moments of the couple stresses
ðL11; L12; L21; L22Þ and hypermoments ðK13;K23Þ:

Ni3 ¼
ðh
�h

ri3dx3;N3i ¼
ðh
�h

r3idx3;Mii ¼
ðh
�h

x3riidx3;Mij ¼
ðh
�h

x3rijdx3

Lii ¼
ðh
�h

liidx3; Lij ¼
ðh
�h

lijdx3; L33 ¼
ðh
�h

l33dx3;Ki3 ¼
ðh
�h

x3li3dx3

(34)

Thus the system of governing equations of bending
theory are given by,

N3i� @Mii

@xi
� @Mji

@xj
¼ hpi

@N13

@x1
þ @N23

@x2
¼ �p3

@Lii
@xi

þ @Lji
@xj

þ �1ð Þj Nj3 � N3jð Þ ¼ �mi

L33� @K13

@x1
þ @K23

@x2
þM12 �M21

� �
¼ hm3

(35)

where

N3i¼2h lþ að Þc3i þ l� að Þci3

 �

;Ni3 ¼ 2h
4la
lþ a

ci3þ
l�a
lþ a

N3i

Mii ¼ 2h3

3
E

1� �2
@Wi

@xi
þ �

@Wj

@xj

" #
� �

1� �

h2p3
3

Mij ¼ 2h3

3
lþ að Þ @Wj

@xi
þ l� að Þ @Wi

@xj

" #
� �1ð Þj 4ah

3

3
C x1; x2ð Þ

Lii ¼ 2h
4c bþ cð Þ
bþ 2c

vii þ
4bc

bþ 2c
vjj

� �
þ b
bþ 2c

L33

Lij ¼ 2h cþ eð Þvji þ c� eð Þvij

 �

L33 ¼ 2h b v11 þ v22ð Þ þ bþ 2cð ÞC x1; x2ð Þ

 �

INTERNATIONAL JOURNAL FOR COMPUTATIONAL METHODS IN ENGINEERING SCIENCE AND MECHANICS 5



Ki3 ¼ 2h3

3
4ce
cþ e

@C
@xi

þmi

2h
c�e
cþ e

� �

At a ¼ 0, the system of Eq. (35) and boundary condi-
tions (10) are reduced to the Timoshenko theory of
elastic plates [8]. This system (Eqs. (35) and (10)) is
slightly different from the equations of the classical
theory of Timoshenko of elastic plates due to the use
of static hypothesis (iii).

If we neglect the transverse shear strains in the sys-
tem i.e., if we assume that

ci3 þ c3i ¼ 0; or; Wi ¼ � @w
@xi

(36)

we obtain a model of micropolar elastic plates with
independent fields of displacements and rotations,
which is based on the Kirchhoff ‘s hypothesis general-
ized to the micropolar elastic plate.

4. Applications

The equations in the study of elasticity are elliptic
and conditions on the boundary are necessary. For
a system with a single coordinate, it becomes the
boundary conditions at two ends. This is the so-
called two-point boundary value problem in math-
ematics. It is reasonable or otherwise there will be
numerical instability due to the presence of expo-
nents. For instance, the boundary conditions of
Timoshenko beam usually are:

4.1. Simply supported edges

In this case the boundary conditions are (taking into
account the transverse shear strains);

w ¼ 0;Mii ¼ 0; Lij ¼ 0 at xi ¼ 0; a (37)

and (without transverse shear strains)

w ¼ 0;
@2w
@x2i

¼ 0; Lij ¼ 0 at xi ¼ 0; a (38)

Here we consider the problem of bending of a rect-
angular micropolar thin plate under the action of a
transverse load normal to the middle plane with the
intensity

q ¼ q0 sin
px1
a

� �
sin

px2
b

� �
; 0 � x1 � a; 0 � x2 � b

In action of this external loading, the solution
of the system of Eq. (35) satisfying the boundary
conditions (37) or (38) is found in the following
form:

w ¼ A1 sin
px1
a

� �
sin

px2
b

� �
;X1 ¼ A2 sin

px1
a

� �
cos

px2
b

� �
;

X2 ¼ A3 cos
px1
a

� �
sin

px2
b

� �

W1 ¼ A4 cos
px1
a

� �
sin

px2
b

� �
;W2 ¼ A5 sin

px1
a

� �
cos

px2
b

� �
;

C ¼ A6 cos
px1
a

� �
cos

px2
b

� �

~r11 ¼ rMax
11

� 
micropolar= rMax

11

� 
classical;

~w ¼ wMaxð Þmicropolar= wMaxð Þclassical
4.2. Clamped Edges

The boundary conditions are (taking into account the
transverse shear strains);

w ¼ 0;Xi ¼ 0;Wj ¼ 0;Ki3 ¼ 0 at xi ¼ 0; a (39)

and (without transverse shear strains)

w ¼ 0;Xi ¼ 0;
@w
@xj

¼ 0;Ki3 ¼ 0 at xi ¼ 0; a (40)

In this situation, we consider the transverse load
normal to the middle plane with the intensity

q ¼ q0 sin
2 px1

a

� �
sin 2 px2

b

� �
; 0 � x1 � a; 0 � x2 � b

Solution of the system of Eq. (35) satisfying the
boundary conditions (39) or (40) is can be taken in
the following form:

w ¼ B1 sin2
px1
a

� �
sin2

px2
b

� �
;X1 ¼ B2 sin2

px1
a

� �
sin

2px2
b

� �
;

X2 ¼ B3 sin
2px1
a

� �
sin2

px2
b

� �
;W1 ¼ B4 sin

2px1
a

� �
sin2

px2
b

� �
;

W2 ¼ B5 sin2
px1
a

� �
sin

2px2
b

� �
;C ¼ B6 sin

2px1
a

� �
sin

2px2
b

� �

5. Discussion on numerical results

With the view of theoretical consequences derived in
the preceding sections, in order to illustrate the ana-
lytical developments, in the application section we
present two special situations of the said plate such as
(i) all four edges are simply supported and (ii) edges
are clamped. To study the specific cases, we consid-
ered aluminum-epoxy composite material whose phys-
ical data (see, Gauthier [21]) are given as follows:

k ¼ 7:59	 109Nm�2; l ¼ 1:89745	 109Nm�2;

a ¼ 0:00745	 109Nm�2; b ¼ 2:26	 103N
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c ¼ 2:445	 103N; e ¼ 0:185	 103N;

q ¼ 2:19	 103Kgm�3; j ¼ 0:00196	 10�4m2

Here we considered rectangular micropolar thin plate,
with various lateral dimensions shown in tables, in
which the values of ‘a’ and ‘h’ are vary simultaneously
such that d ¼ h

a is fixed and the dimension of ‘b’ is
three forth that of the dimension of ‘a’. Using math-
ematical simulation technique with the help of
Matlab-9.1 software, the maximum values of the
deflection ðwÞ as well as longitudinal stress ðr11Þ are
obtained for the cases of Timoshenko generalized

hypothesis and Kirchhoff’s generalized hypothesis
(Taking q0 ¼ 1N=m2). A comparison has been made
with the classical results.

From Table 1, it is observed that deflection and
longitudinal stress is proportional with plate length as
well as thickness. For a fixed value of ‘a’, when ‘h’ is
decreased both the deflection of the plate and longitu-
dinal stress are increased. Again, for the case of
micropolar thin plate deflection is much smaller than
that of classical plate. Since the longitudinal stress is
smaller than the classical plate, thus bending moment
of the micropolar plate is also much laser than the
classical plate. But if we neglect the transverse shear

Table 1. Numerical results for simply supported plate.

d a (mm) h (mm)

Timoshenko
generalized hypothesis

Kirchhoff’s
generalized hypothesis

~r11 ~w ~r11 ~w
1
50 10 0.2 0.4501 0.4534 0.6216 0.6216

30 0.6 0.5562 0.5588 0.7088 0.7088
50 1 0.6797 0.6816 0.8007 0.8007
70 1.4 0.7740 0.7753 0.8648 0.8648
90 1.8 0.8377 0.8386 0.9053 0.9053
110 2.2 0.8799 0.8806 0.9311 0.9311
130 2.6 0.9085 0.9090 0.9481 0.9481
150 3 0.9284 0.9288 0.9597 0.9597
170 3.4 0.9426 0.9430 0.9679 0.9679
190 3.8 0.9531 0.9534 0.9739 0.9739

1
100 10 0.1 0.1705 0.1717 0.2911 0.2911

30 0.3 0.2394 0.2405 0.3783 0.3783
50 0.5 0.3476 0.3486 0.5012 0.5012
70 0.7 0.4623 0.4631 0.6152 0.6152
90 0.9 0.5644 0.5650 0.7051 0.7051
110 1.1 0.6479 0.6484 0.7717 0.7717
130 1.3 0.7137 0.7141 0.8204 0.8204
150 1.5 0.7650 0.7653 0.8562 0.8562
170 1.7 0.8049 0.8052 0.8829 0.8829
190 1.9 0.8362 0.8364 0.9031 0.9031

Table 2. Numerical results for clamped edges plate.

d a (mm) h (mm)

Timoshenko
generalized hypothesis

Kirchhoff’s
generalized hypothesis

~r11 ~w ~r11 ~w
1
50 10 0.2 0.6774 0.6825 0.8103 0.8103

30 0.6 0.7141 0.7187 0.8299 0.8299
50 1 0.7657 0.7696 0.8578 0.8578
70 1.4 0.8093 0.8131 0.8841 0.8841
90 1.8 0.9373 0.9331 0.9051 0.9051
110 2.2 0.9026 0.9034 0.9208 0.9208
130 2.6 0.9205 0.9214 0.9323 0.9323
150 3 0.9355 0.9362 0.9408 0.9408
170 3.4 0.9470 0.9477 0.9472 0.9472
190 3.8 0.9560 0.9565 0.9521 0.9521

1
100 10 0.1 0.3470 0.3496 0.5163 0.5163

30 0.3 0.3874 0.3899 0.5488 0.5488
50 0.5 0.4529 0.4553 0.5997 0.5997
70 0.7 0.5191 0.5216 0.6531 0.6531
90 0.9 0.7750 0.7715 0.7003 0.7003
110 1.1 0.6992 0.6999 0.7386 0.7386
130 1.3 0.7445 0.7453 0.7686 0.7686
150 1.5 0.7850 0.7857 0.7919 0.7919
170 1.7 0.8184 0.8190 0.8099 0.8099
190 1.9 0.8455 0.8460 0.8240 0.8240
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strains (i.e., in the case of Kirchhoff’s generalized
hypothesis), the deflection is not that much smaller
that of Timoshenko generalized hypothesis and the
longitudinal stress is higher than the classical plate.

From Table 2 (i.e., in the case of clamped plate), it is
seen that when thickness of the plate is much smaller
than the length of the plate (100 times) deflection and
longitudinal stress are smaller. But, for the other cases
defection of the plate is almost identical with the clas-
sical plate. Although for Kirchhoff’s generalized hypoth-
esis deflection as well as the longitudinal stress both are
larger than that of for the Timoshenko hypothesis, in
the clamped edges plate both deflection and longitu-
dinal stress follows same nature.

6. Conclusion

In this article, we have studied theory of deflection of a
thin rectangular isotropic micropolar plate under trans-
verse loading. On the basis of hypothesis a set of governing
equations are formulated for thin micropolar plate. In the
case of thin isotropic rectangular micropolar plate deflec-
tion and bending moment are smaller than that of classical
plate. Thus, we may establish the following phenomena:

1. Since the deflection as well as bending moment of a
thin micropolar plate are smaller than classical
plate, hence as per the deflection is concern, micro-
polar plate is more useful than classical plate.

2. Stiffness of the thin micropolar plate is higher
than that of classical plate.

Nomenclature

Symbol Name of the representing quantity
rnm stress tensor
lnm couple stress tensor
cnm bending strain tensor
vnm torsional tensor
un component of displacement vector
/n component of rotation
a;b; c, e micropolar material moduli
E Young’s modulus
� Poisson’s ratio
ekmn Levi-Civita tensor
dmn Kronecker delta
xn coordinate system
a length of the plate
b width of the plate
h half of the thickness of the plate
q mechanical load
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Effect of rotation in magneto-thermoelastic transversely
isotropic hollow cylinder with three-phase-lag model

Siddhartha Biswas , Basudeb Mukhopadhyay, and Soumen Shaw

Department of Mathematics, Indian Institute of Engineering Science and Technology, Shibpur, India

ABSTRACT
This article deals with the various heat source responses in a transversely
isotropic hollow cylinder under the purview of three-phase-lag (TPL) gener-
alized thermoelasticity theory. In presence of magnetic field and due to
the rotating behavior of the cylinder, the governing equations are rede-
fined for generalized thermoelasticity with thermal time delay. In order to
obtain the stress, displacement and temperature field, the field functions
are expressed in terms of modified Bessel functions in Laplace transformed
domain. When the outer radius of hollow cylinder tends to infinity, the cor-
responding results are discussed. Finally an appropriate Laplace transform
inversion technique is adopted.

ARTICLE HISTORY
Received 5 April 2018
Accepted 5 November 2018

KEYWORDS
Magnetic effect; rotation;
transversely isotropic
medium; hollow cylinder;
three-phase-lag model;
heat source

1. Introduction

A considerable attention has been made since last few decades due to numerous applications of
thermoelasticity in various disciplines of science and technology. It is well known that the theory
of coupled thermoelasticity suffers from physical drawbacks that the thermal signal propagates
with the infinite speed. Biot (1956) introduced the theory of classical thermoelasticity based on
the thermodynamic principles of irreversible processes. In this theory, the equation of motion is
hyperbolic in nature and the heat conduction equation is parabolic. It still experiences defect of
uncoupled theory due to the presence of parabolic type heat conduction equation. For the elimin-
ation of this drawback in classical thermoelasticity theory, the generalized thermoelasticity theo-
ries are developed in which the heat conduction equation is of hyperbolic type.

Cattaneo (1958) replaces the Fourier law of heat conduction by introducing a single parameter
that acts as a relaxation time, thus a wave type equation is formulated by postulating a new law
of heat conduction instead of classical Fourier law. The first generalization is done by Lord and
Shulman (1967) and is referred to as L–S model. The L–S model is developed by a system of par-
tial differential equations (PDE) in which in comparison to a system of classical thermoelasticity,
the Fourier law of heat conduction is replaced by the Maxwell–Cattaneo law that generalizes the
Fourier law and introduces a single relaxation time into consideration. The second generalization
is due to Green and Lindsay (1972) which is known as G–L model. The G–L model is character-
ized by a system of PDE in which, in comparison to the classical system, the constitutive relations
for the stress tensor and the entropy are generalized by introducing two different relaxation times
into considerations. The third generalization is done by Hetnarski and Ignaczak (1993, 1996) and
is known as a H–I model. The H–I model has been introduced in an attempt to describe low-
temperature soliton-like thermoelastic waves. The fourth generalization to the coupled theory of
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thermoelasticity is introduced by Green and Naghdi (1993) and this theory is concerned with the
thermoelasticity theory without energy dissipation, referred to as G–N theory of type-II in which
the classical Fourier law is replaced by a heat flux-rate temperature gradient relation. The heat
transport equation does not involve a temperature rate term and as such this model admits
undamped thermoelastic waves in thermoelastic material. Detailed information regarding the gen-
eralized heat conduction model can be found in the monographs of Chandrasekharaiah (1986,
1998) and Ignaczak and Hetnarski (2014).

The generalized thermoelasticity theory with the dual phase lag effect has been developed by
Tzou (1995). Tzou introduced two different time lags, one for the heat flux vector and the other
for the temperature gradient. The delay time sT is supposed to be caused by the microstructural
interactions (small effects of heat transport in space, such as phonon-electron interaction or pho-
non scattering) and is called the phase lag of the temperature gradient. The other delay time sqis
interpreted as the relaxation time due to fast transient effects of the thermal inertia (or small
effects of heat transport in time) and is called the phase lag of the heat flux. The most recent
development in thermoelasticity theory is the thermoelasticity with three-phase-lags (TPL) by
Choudhuri (2007). In this model, a phase lag (s�) for the thermal displacement gradient is intro-
duced. The stability of TPL model is discussed by Quintanilla and Racke (2008). TPL model
includes TPL in the heat flux vector, the temperature gradient, and in the thermal displacement
gradient. To study some heat transfer problems involving very short time intervals and the prob-
lems of very high heat fluxes, the hyperbolic equation gives significantly different results than the
parabolic equation. TPL is very much effective in the problems of nuclear boiling, exothermic
catalytic reactions, phonon-electron interactions, phonon-scattering, etc.

Since nineteenth century the coupling phenomenon between thermo-mechanical behavior of the
materials and the electromagnetic response has been started. The electromagnetic interaction with
piezoelectric materials has been discovered in the early part of the twentieth century. The continued
development of electromagnetic interaction of piezoelectric materials has led to huge market of
products ranging from those for everyday use to most specialized devices. Since last two decades,
the electromagnetic interaction with composite materials has been developed. Such composites can
exhibit the field coupling which has not been seen in any of the monolithic constituent materials.
These electromagnetic composite materials have been used in many devices like ultrasonic imaging
devices, sensors, actuators, and transducers. Electromagnetic elastic materials have the ability that
they can convert the energy from one kind to another (among mechanical, electrical, and mag-
netic). Due to these special characteristics, these types of materials have been used in high tech
areas such as lasers, supersonic devices and in many information technological applications.

Anisotropy creates qualitatively new properties of elastic waves and acoustic phenomena that
have not got close analogous in isotropic media. Some of them have already found their practical
applications in real devices. A theoretical description of elastic waves in anisotropic material is a
very nontrivial problem. The study of wave propagation in anisotropic materials has been a sub-
ject of extensive investigation in the literature. It is of great importance in a variety of applica-
tions ranging from seismology to nondestructive testing of composite structures used in aircraft,
spacecraft, or other engineering industries.

Thermal stresses are the main cause of structural failures in industrial applications and for this
reason, the exact and general solutions are required for the thermoelastic problems. Due to the
presence of coupling between the energy equation and the equation of motion, the governing
equations of thermoelasticity are of complexity. For this complexity, some reasonable simplifica-
tions are made on these equations, such as dropping the coupling term in the energy equation,
which yields the uncoupled dynamical theory of thermoelasticity. As a general rule, the effect of
coupling term in the energy equation is small and the distinction between coupled and uncoupled
theories is negligible. Cylinders have many applications in engineering and it is interesting to
have a general solution for the thermoelastic problem.
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Chandrasekharaiah and Keshavan (1992) examined axisymmetric thermoelastic interactions in
an unbounded body with cylindrical cavity. Kar and Kanoria (2007) studied thermoelastic
Interaction with energy dissipation in an unbounded body with a spherical hole. Youssef (2006)
considered a problem of generalized thermoelastic infinite cylindrical cavity subjected to a ramp-
type heating and loading. Roychoudhury and Bandyopadhyay (2005) studied thermoelastic wave
propagation in rotating elastic medium without energy dissipation. Mukhopadhyay and Kumar
(2008a, 2008b) studied generalized thermoelastic interactions with a spherical cavity as well as
with a cylindrical hole. Abd-Alla and Mahmoud (2010) discussed magneto-thermoelastic problem
in rotating nonhomogeneous orthotropic hollow cylinder under the hyperbolic heat conduction
model. Abouelregal (2013) studied generalized thermoelastic infinite transversely isotropic body
with cylindrical cavity due to moving heat source and harmonically varying heat source. Recently
Sherief and Raslan (2016) examined thermoelastic interactions without energy dissipation in an
unbounded body with a cylindrical cavity. Kumar and Mukhopadhyay (2009) studied the effect of
three phase lags on generalized thermoelasticity for an infinite medium with a cylindrical cavity.
Kar and Kanoria (2009) considered generalized thermoelastic functionally graded orthotropic hol-
low sphere under thermal shock with TPL effect. Das, Kar, and Kanoria (2013) analyzed magneto-
thermoelastic response in a transversely isotropic hollow cylinder under thermal shock with three
phase lag effect. Banik and Kanoria (2012) discussed the effect of TPL on a two-temperature gen-
eralized thermoelasticity for infinite medium with spherical cavity. Abbas and Othman (2012) con-
sidered generalized thermoelasticity of thermal shock problem in an isotropic hollow cylinder and
temperature dependent elastic moduli. Othman and Abbas (2012) studied generalized thermoelas-
ticity of thermal shock problem in a nonhomogeneous isotropic hollow cylinder with energy dissi-
pation. Othman and Abbas (2015) examined the effect of rotation on a magneto-thermoelastic
hollow cylinder with energy dissipation using finite element method. Othman, Elmaklizi, and
Mansour (2017) considered the effect of temperature-dependent properties on generalized mag-
neto-thermoelastic with two-temperature under TPL model. Said (2016a) investigated the influence
of gravity on generalized magneto-thermoelastic medium for TPL model. Said (2015) studied
deformation of a rotating two-temperature generalized magneto-thermoelastic medium with
internal heat source due to hydrostatic initial stress. Said (2017) considered fiber-reinforced ther-
moelastic medium with an internal heat source due to hydrostatic initial stress and gravity for the
TPL model. Said (2016b) investigated wave propagation in a magneto-micropolar thermoelastic
medium with two temperatures for TPL model. Yang and Lin (2018) proposed a theoretical study
of the mechanism with variable compression ratio and expansion ratio. Huang (2018) discussed
simulation of friction and stiction in multibody dynamics model problems. Sun, Yan, and Gao
(2018) analyzed frequency-domain vibration response of thin plate attached with viscoelastic free
layer damping. Bhattacharya, Ananthasuresh, and Ghoshal (2018) proposed design of a one-
dimensional flexible structure for desired load-bearing capability and axial displacement.

In this study, our aim is to present magneto-thermoelastic interaction with thermal delay in
transversely isotropic rotating hollow cylinder in presence of various heat sources. To solve the
problem, Laplace transform technique is employed over field variables and the field functions are
expressed in terms of modified Bessel functions. A complete and comprehensive analysis of the
results has been presented for TPL model in presence of a magnetic field as well as rotation.
Applying inverse Laplace transform technique (see Appendix), effect of magnetic field and rota-
tion on radial stress and displacement are illustrated graphically.

2. Formulation of the problem

We consider a homogeneous transversely isotropic thermoelastic solid occupying the region of an
infinitely long hollow circular cylinder of internal radius ‘a’ and external radius ‘b’. We shall use
a cylindrical system of coordinates ðr; h; zÞ with the z-axis coinciding with the axis of cylinder.

MECHANICS BASED DESIGN OF STRUCTURES AND MACHINES 3



We shall also assume the initial state of the medium is quiescent. The outer of this cylinder is
assumed to be traction free and subjected to various heat sources that depend only on the timet,
while the inner surface is assumed to be in contact with a rigid surface and is thermally insulated.
We also consider the hollow cylinder is rotating in the presence of a magnetic field.

Due to radial symmetry of the problem, all functions considered are functions of the radial
distance from the axis of the cylinder r and the time t only.

Thus the displacement components are

ur ¼ u r; tð Þ; uh ¼ uz ¼ 0: (1)

The strain components are as follows:

err ¼ @u
@r

; ehh ¼ u
r
; ezz ¼ erh ¼ erz ¼ ehz ¼ 0: (2)

The cubic dilatation e is thus given by

e ¼ err þ ehh þ ezz ¼ @u
@r

þ u
r
¼ 1

r
@ ruð Þ
@r

: (3)

The stress-displacement-temperature relations are given by

rrr ¼ c11
@u
@r

þ c12
u
r
�bT

rhh ¼ c12
@u
@r

þ c11
u
r
�bT

; (4)

where T is the temperature above reference temperature, T0 is the reference uniform temperature
of the body chosen such that j T

T0
j � 1; c11; c12 are elastic constants, b is the thermal moduli, rrr

is the radial stress, and rhh is the tangential stress.
The equation of motion in presence of magnetic field and rotation can be taken as

rrr;r þ rrr�rhh
r

þ Fr ¼ q
@2u
@t2

þ Rr; (5)

where q is the mass density, Fr is the component of Lorentz force, and Rr is the component of
body force due to rotation.

We consider that the homogeneous transversely isotropic thermoelastic hollow cylinder is
rotating uniformly with angular velocity ~X ¼ X~n where ~n is a unit vector representing the direc-
tion of the axis of rotation. The displacement equation in the rotating frame has two additional
terms (Schoenberg and Censor 1973):

i. Centripetal acceleration ~X � ð~X �~uÞ due to time-varying motion only and
ii. Coriolis acceleration 2~X � _~u.

These terms do not appear in nonrotating media. The term Coriolis acceleration is neglected
here as this term appears only in case of moving frame.

If ~X ¼ ð0; 0;XÞ represents the rotation vector, the component of rotation is given by

Rr ¼ �qX2u: (6)

Let us consider that the cylinder is placed in a magnetic field with constant intensity ~H0 ¼
ð0; 0;H0Þ acting parallel to the direction of the z-axis.

The Lorentz force ~F is given by

~F ¼ l0 ~J � ~H
� �

; (7)

where~J is the current density vector.
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For a perfectly electrically and magnetically conducting elastic body, the electromagnetic field
is governed by Maxwell’s equations:

~r �~h ¼~J þ e0
_
E
*

; (8)

~r �~E ¼ �l0
_~h; (9)

~r:~h ¼ 0; (10)
~r:~E ¼ 0; (11)

where l0 and e0 are the electric permeability and magnetic permittivity respectively, ~r is the
Hamiltonian’s operator, ~H0 is initial magnetic field, ~h is perturbed magnetic field, and ~E is an
induced electric field.

For perfectly conducting medium from generalized Ohm’s law, we obtain

~E ¼ �l0 _~u � ~Hð Þ: (12)

As the magnitude of the perturbed magnetic field ð~hÞ is very small, in the discussion of linear
theory of elasticity we may neglect the product term involving h and its higher degrees.

From Eqs. (9) and (12) the induced field components in the cylinder are found to be

~E ¼ 0; E; 0ð Þ ¼ 0; l0H0
@u
@t

; 0

� �
;~h ¼ 0; 0; hð Þ ¼ 0; 0;�H0eð Þ: (13)

From Eqs. (8) and (13), the components of current density vector have the following form:

~J ¼ 0;H0
@e
@r

�e0l0H0
@2u
@t2

; 0

� �
: (14)

The components of Lorentz force can be obtained from Eqs. (7) and (14) as

~F ¼ l0H0
2 @e

@r
�e0l0

@2u
@t2

� �
; 0; 0

� �
: (15)

Maxwell’s electromagnetic stress tensor r�ij is given by

r�ij ¼ l0 Hihj þHjhi � ~H :~h
� �

dij

h i
; i; j ¼ r; h; z

Radial Maxwell stress r�rr ¼ loH
2
0e

We take rr ¼ rrr þ r�rr
TPL model in transversely isotropic cylindrical medium can be taken as

K� þ K þ s�K
�ð Þ @
@t

þ KsT
@2

@t2

� �
r2T ¼ 1þ sq

@

@t
þ s2q

2
@2

@t2

� �
qCe

@2T
@t2

þ bT0
@2e
@t2

� �
: (16)

where K is the classical thermal conductivity, K� is the material constant characteristic of the
theory, Ceis the specific heat at the constant strain, sq,sT , and s� are the phase lags of heat flux,
temperature gradient, and thermal displacement gradient, respectively where 0 � sT � sq,
t denotes time and r2 ¼ @2

@r2 þ 1
r
@
@r :

Using Eqs. (4), (6), and (15) in the Eq. (5), we get

c11 þ l0H
2
0

� � @e
@r

�b
@T
@r

¼ qþ e0l0
2H2

0

� � @2u
@t2

�qX2u (17)

Multiplying both sides by r and then using the operator 1
r
@
@r to both sides of Eq. (17), we

obtain
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c11 þ l0H
2
0

� �r2e�br2T ¼ qþ e0l
2
0H

2
0

� � @2e
@t2

�qX2e: (18)

We now consider the following initial conditions Eq. (19) and various boundary conditions.

3. Initial conditions

We assume following initial conditions to solve the problem:

u ¼ @u
@t

¼ T ¼ @T
@t

¼ 0 at t ¼ 0 (19)

4. Boundary conditions

The boundary conditions can be written in the following form:

1. The thermal boundary conditions:

T b; tð Þ ¼ F tð Þ (20)
@T
@r

a; tð Þ ¼ 0 (21)

2. Mechanical boundary condition:

rr b; tð Þ ¼ 0 (22)

u a; tð Þ ¼ 0: (23)

5. Solution in the Laplace transformed domain

Introducing the Laplace transform domain defined by the following formula:

�f x; sð Þ ¼ L f x; tð Þ� 	 ¼ ð1
0
f x; tð Þe�stdt;Re sð Þ>0 (24)

in Eqs. (18) and (16) and using homogeneous initial conditions, we obtain

c11 þ l0H
2
0

� �r2�e�br2�T ¼ qþ e0l
2
0H

2
0

� �
s2 � qX2

� 	
�e (25)

r2�T ¼ ss2 qCe
�T þ bT0�e

� �
(26)

where s1 ¼ 1þ ss�; s2 ¼ 1þ ssT ; s3 ¼ 1þ ssq þ s2s2q
2 ; s ¼ s3

K�s1þsKs2
:

Eliminating �e from Eqs. (25) and (26), we get

r4�Ar2 þ Bð Þ �T ;�e
� �

¼ 0 (27)

which can be written as

r2�k21
� � r2�k22

� �
�T ;�e
� �

¼ 0 (28)

where kiði ¼ 1; 2Þ is the square root of the positive real part of the roots k2i of the following char-
acteristic equation:

k4�Ak2 þ B ¼ 0 (29)

where A ¼ a6bþa2s2�a3
a1

; B ¼ ða2s2�a1�a3Þa5
a1

; a1 ¼ c11 þ l0H
2
0 ; a2 ¼ qþ e0l20H

2
0 ;
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a3 ¼ qX2; a4 ¼ ss2; a5 ¼ a4qCe; a6 ¼ a4bT0:

The solutions of Eq. (28) have the following form:

�T ¼
X2

i¼1
AiI0 kirð Þ þ BiK0 kirð Þ½ � (30)

�e ¼
X2

i¼1
A0

iI0 kirð Þ þ B0
iK0 kirð Þ� 	

(31)

where Ai;A0
i;Bi;B0

i are parameters depending on s and Inð:Þ;Knð:Þ denote the modified Bessel
functions of order n of the first, and second kind, respectively.

Substituting the values of �Tand �e in Eq. (25), we obtain

A0
i ¼

bk2i
a1k2i � a2s2 � a3ð Þ� 	Ai;B

0
i ¼

bk2i
a1k2i � a2s2 � a3ð Þ� 	Bi (32)

Now using the above relations in Eq. (31), we get

�e ¼
X2
i¼1

bk2i
a1k2i � a2s2 � a3ð Þ� 	 AiI0 kirð Þ þ BiK0 kirð Þ½ � (33)

Integrating Eq. (33) with respect to r, we obtain

�u ¼
X2

i¼1
mi AiI1 kirð Þ � BiK1 kirð Þ½ � (34)

where mi ¼ bki
½a1k2i �ða2s2�a3Þ� ; i ¼ 1; 2

In obtaining Eq. (34), we have used the following integral relations of the modified Bessel
functions: ð

xI0 xð Þdx ¼ xI1 xð Þ;
ð
xK0 xð Þdx ¼ �xK1 xð Þ

Thus we obtain

�rrr ¼ c11
P2

i¼1 mi kiI0 kirð Þ � I1 kirð Þ
r

� �
Ai þ kiK0 kirð Þ þ K1 kirð Þ

r

� �
Bi

� �� �

þc12
P2

i¼1
mi

r
AiI1 kirð Þ � BiK1 kirð Þ
 �� �

�b
P2

i¼1 AiI0 kirð Þ � BiK0 kirð Þ
 �h i (35)

6. Applications

In this section, we discuss the effect of various heat sources on the transversely isotropic hol-
low cylinder.

Case 1: (Constant heat source)
For constant heat source, we take the boundary conditions as

T b; tð Þ ¼ T0H tð Þ (36)

@T a; tð Þ
@r

¼ 0 (37)

rr b; tð Þ ¼ 0 (38)

u a; tð Þ ¼ 0 (39)

where HðtÞ denotes Heaviside function.
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Now the transformed boundary conditions become

�T b; sð Þ ¼ T0

s
(40)

@�T a; sð Þ
@r

¼ 0 (41)

�rr b; sð Þ ¼ 0 (42)

�u a; sð Þ ¼ 0 (43)

Thus from the boundary conditions Eqs. (40)�(43), we obtain the following system of linear
equations in A1;A2;B1 and B2 as

A1W11 þ A2W12 þ B1W13 þ B2W14 ¼ T0

s
; (44)

A1W21 þ A2W22 þ B1W23 þ B2W24 ¼ 0; (45)

A1W31 þ A2W32 þ B1W33 þ B2W34 ¼ 0; (46)

A1W41 þ A2W42 þ B1W43 þ B2W44 ¼ 0; (47)

where

W1i;W1jð Þ ¼ Io kibð Þ;Ko kj�2b
� �
 �

W2i;W2jð Þ ¼ kiI1 kiað Þ;�kj�2K1 kj�2a
� �
 �

: (48)

W3i;W3jð Þ ¼ I0 kibð Þ c11miki�bð Þ þmi

b
I1 kibð Þ c12�1ð Þ þ loH

2
0mikiIo kibð Þ;K0 kj�2b

� �
c11kj�2mj�2 þ b
� ��

þmj�2

b
K1 kj�2b
� �

1� c12ð Þ þ loH
2
0mj�2kj�2Ko kj�2b

� ��
W4i;W4jð Þ ¼ miI1 kiað Þ;�mj�2K1 kj�2a

� �
 �
and i ¼ 1; 2; j ¼ 3; 4:

From Eqs. (44)–(47), the values of A1;A2;B1, and B2 are obtained as

A1

A2

B1

B2

0
BB@

1
CCA ¼ M�1

T0

s
0
0
0

0
BBBB@

1
CCCCA: (49)

The Matrix M is given by

M ¼
W11 W12 W13 W14

W21 W22 W23 W24

W31 W32 W33 W34

W41 W42 W43 W44

0
BB@

1
CCA: (50)

The elements of Matrix M are given by Eq. (48).
Case 2: (Periodically varying heat source)
For periodically varying heat source the boundary Eq. (36) will be replaced by Eq. (51) and

other Eqs. (37), (38), and (39) will remain same.

T b; tð Þ ¼ T0 sin
pt
c

0; t>c
; 0 � t � c:

8<
: (51)
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Equation (40) will be replaced by the Eq. (52) and other Eqs. (41–43) will remain same.

�T b; sð Þ ¼ T0pc 1þ e�scð Þ
p2 þ s2c2ð Þ : (52)

The values of A1;A2;B1, and B2 are obtained as

A1

A2

B1

B2

0
BB@

1
CCA ¼ M�1

T0pc 1þ e�scð Þ
p2 þ s2c2ð Þ

0
0
0

0
BBBB@

1
CCCCA: (53)

The elements of Matrix M are given by Eq. (48).
Case 3: (Instantaneous heat source)
For instantaneous heat source, the boundary Eq. (36) will be replaced by Eq. (54) and other

Eqs. (37), (38), and (39) will remain same.

T b; tð Þ ¼ T0d tð Þ: (54)

Equation (40) will be replaced by Eq. (55) and other Eqs. (41), (42), and (43) will remain
same.

�T b; sð Þ ¼ T0: (55)

The values of A1;A2;B1, and B2 are obtained as

A1

A2

B1

B2

0
BB@

1
CCA ¼ M�1

T0

0
0
0

0
BB@

1
CCA: (56)

The elements of Matrix M are given by Eq. (48).

7. Limiting cases

a. If we put K� ¼ s� ¼ sT ¼ s2q ¼ 0; sq 6¼ 0then Eq. (16) converts to Lord–Shulman model.
b. If we put sq ¼ s� ¼ sT ¼ 0 then Eq. (16) reduces to Green–Naghdi model type-III.
c. If we put K� ¼ 0 then Eq. (16) reduces to dual-phase-lag model.

8. Particular cases

a. If we put c11 ¼ kþ 2l, c12 ¼ k then the above analysis reduces for isotropic material.
b. If we put X ¼ 0, then the above study reduces for transversely isotropic hollow cylinder

without rotation.
c. If we put H0 ¼ 0, then the above study converts for transversely isotropic hollow cylinder

without magnetic field.

9. Special case (cylindrical hole in infinite transversely isotropic medium)

When outer radius b approaches to infinity, we obtain an infinite transversely isotropic medium
with a cylindrical hole.

We write

�rrr ¼ �rrr Ið Þ þ �rrr Kð Þ; (57)

�rhh ¼ �rhh Ið Þ þ �rhh Kð Þ; (58)
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where

�rrr Ið Þ ¼
X2
i¼1

c11miki � bð ÞI0 kirð Þ �mi

r
c11 � c12ð ÞI1 kirð Þ

� �
Ai; (59)

�rrr Kð Þ ¼
X2
i¼1

c11miki þ bð ÞK0 kirð Þ þmi

r
c11 � c12ð ÞK1 kirð Þ

� �
Bi; (60)

�rhh Ið Þ ¼
X2
i¼1

c12miki � bð ÞI0 kirð Þ �mi

r
c12 � c11ð ÞI1 kirð Þ

� �
Ai; (61)

�rhh Kð Þ ¼
X2
i¼1

c12miki þ bð ÞK0 kirð Þ þmi

r
c12 � c11ð ÞK1 kirð Þ

� �
Bi: (62)

The asymptotic expression of IaðmÞ;KaðmÞ are given as

Ia mð Þ� emffiffiffiffiffiffiffiffiffi
2pm

p 1� 4a2�1
8m

þ 4a2 � 1ð Þ 4a2 � 9ð Þ
2! 8mð Þ2 � 4a2 � 1ð Þ 4a2 � 9ð Þ 4a2 � 25ð Þ

3! 8mð Þ3 þ ::::::::::

 !
;

(63)

Ka mð Þ� e�mffiffiffiffiffiffiffiffiffi
2pm

p 1þ 4a2�1
8m

þ 4a2 � 1ð Þ 4a2 � 9ð Þ
2! 8mð Þ2 þ 4a2 � 1ð Þ 4a2 � 9ð Þ 4a2 � 25ð Þ

3! 8mð Þ3 þ ::::::::::

 !
;

(64)

where a ¼ 0; 1:
For large values of b; K0 ðkibÞ and K1 ðkibÞ tend to zero.
As at a large distance the effect of stress vanishes, we must have A1 ¼ A2 ¼ 0.
Therefore, as b ! 1 we get

�rrr ¼
X2
i¼1

c11miki þ bð ÞK0 kirð Þ þmi

r
c11 � c12ð ÞK1 kirð Þ

� �
Bi; (65)

�rhh ¼
X2
i¼1

c12miki þ bð ÞK0 kirð Þ þmi

r
c12 � c11ð ÞK1 kirð Þ

� �
Bi; (66)

where Bi ði ¼ 1; 2Þ are given as

B1 ¼ �m2�F sð ÞK1 k2að Þ
m1K0 k2bð ÞK1 k1að Þ �m2K0 k1bð ÞK1 k2að Þ½ � ;

B2 ¼ m1�F sð ÞK1 k1að Þ
m1K0 k2bð ÞK1 k1að Þ �m2K0 k1bð ÞK1 k2að Þ½ � :

10. Numerical discussion

For numerical computation, we take the following values of transversely isotropic material:

c11¼ 128MPa;c12¼ 6MPa;T0 ¼ 298K;Ce ¼ 2�10�4J=KgK;b¼ 0:04=m2K;q¼ 8:836�103Kg=m3;
K¼ 100W=mK;K� ¼ 17W=mKs;sq ¼ 2�10�7s;sT ¼ 1:5�10�7s;s� ¼ 1�10�8s;X¼ 100rps; t¼ 0:2s:

Further for numerical purpose, we take l0 ¼ 1:2Hm�1; e0 ¼ 1:2Fm�1; H0 ¼ 10Am�1:
Figures 1–5 represent the graphs for constant heat source. In Fig. 1, it is observed that the

radial stress rrrðr; tÞ decreases with respect to distance. The graph representation for different

10 S. BISWAS ET AL.



Figure 1. Distribution of radial stress with respect to r for different values of t (for constant heat source).

Figure 2. Distribution of radial stress with respect to r (for constant heat source).
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Figure 3. Distribution of radial stress with respect to r for magnetic effect.

Figure 4. Distribution of displacement with respect to r for magnetic effect.
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Figure 5. Distribution of displacement with respect to r for different phase lag.
Case 2: (Periodically varying heat source)

Figure 6. Distribution of displacement with respect to r (for periodically varying heat source).
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time revealed that stress decreases with the increase of time. In Fig. 2, the effect of rotation and
magnetic field on radial stress is shown where it is noticed that the effect of magnetic field is
dominating. In Fig. 3, distribution of radial stress with respect to distance for different values of
magnetic field is shown. Radial stress increases with the increase of magnetic field. In Fig. 4, dis-
tribution of displacement uðr; tÞ with respect to distance is presented for different values of mag-
netic field. It is observed that displacement decreases with the increase of magnetic field. In
Fig. 5, distribution of radial stress with respect to distance for different values of phase lag is pre-
sented and displacement increases with the increase of phase lag.

Figure 7. Distribution of displacement with respect to r for various phase lags (for periodically varying heat. source).

Figure 8. Distribution of displacement with respect to r for different values of t (for periodically varying.
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Figures 6–10 represent the graphs for the periodically varying heat source. In Fig. 6, the dis-
placement is showing oscillatory behavior with respect to distance. The graph representing with-
out the effect of rotation is dominating here. In Fig. 7, the effect of various phase lags on
displacement is shown where it is noticed that the effect of phase lag for heat flux is dominating
here. In Fig. 8, distribution of displacement with respect to radius for different values of time is
shown. The graph representing time 0.2 sec is more dominating than the graph representing time

Figure 9. Distribution of radial stress with respect to r (for periodically varying heat source).

Figure 10. Distribution of radial stress with respect to r for different values of t (for periodically varying heat source).
Case 3: (Instantaneous heat source)

MECHANICS BASED DESIGN OF STRUCTURES AND MACHINES 15



1 sec. In Fig. 9, distribution of radial stress with respect to distance is presented where all the
graphs are showing oscillatory behavior i.e., wave type propagation is observed. In Fig. 10, distri-
bution of displacement with respect to distance for different values of time is shown. The graph
representing time 1 sec is more dominating than the graph representing time 0.2 sec.

Figures 11–13 represent the graphs for instantaneous heat source. In Fig. 11, the displacement
is showing oscillatory behavior with respect to distance. The graph representing without the effect
of rotation is dominating here. In Fig. 12, radial stress is showing oscillatory behavior with
respect to distance. The effect of magnetic field and rotation is clearly observed here. In Fig. 13,

Figure 11. Distribution of displacement with respect to r (for instantaneous heat source).

Figure 12. Distribution of radial stress with respect to r (for instantaneous heat source).
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distribution of radial stress with respect to distance for different values of time is shown. The
graph representing time 1 sec is more dominating than the graph representing time 0.2 sec.

11. Conclusion

In this work, the effect of magnetic field on the thermoelastic interaction in a transversely iso-
tropic rotating hollow cylinder has been investigated in the context of nonclassical theory of ther-
moelasticity. In presence of various heat sources at the external surface of the cylinder, the
displacement and radial stress are derived and discussed.

The analysis of graphs permits some concluding remarks:

i. Phase lag due to heat flux is much dominating factor in comparison with other phase lags.
ii. For constant heat source, radial stress decreases when time increases.
iii. For periodically varying heat source displacement and radial stress are harmonic in nature.

Displacement decreases when time increases.
iv. For instantaneous heat source displacement is converging to zero. Radial stress decreases

when time increases.
v. For all types of heat sources, displacement increases due to rotation and decreases due to

magnetic effect whereas radial stress decreases due to rotation and increases due to magnetic
effect.

The results presented in this article should prove useful for researchers in material science,
designers of new materials, physicists as well as for those working on the development of mag-
neto-thermoelasticity and in practical situations as in geophysics, optics, acoustics, geomagnetic,
etc. The used method in this article is applicable to a wide range of problems in thermodynamics
and thermoelasticity. This study may be useful for determining the strength and load carrying
ability and engineering structures, including buildings, bridges, cars, planes and thousands of
machine parts that most of us never see. It is especially important in the fields of mechanical,
civil, aeronautical, and materials engineering.

Figure 13. Distribution of radial stress with respect to r for different values of t (for instantaneous heat source).
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Appendix

We now outline the numerical inversion method (Branck 1999) used to find the solutions in the physical domain.
An n dimensional Laplace Transform of a real function f ðtÞ, with t ¼ ðt1; t2; ::::::::::; tnÞ as a row vector of n

real variables, is defined as

F sð Þ ¼
ð1
0

::::::: n�foldð Þ
ð1
0

f tð Þ exp �sttrð ÞYn
i¼1

dti; (A1)

where s ¼ ðs1; s2; :::::::; snÞ and tr means transposition.
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Under an assumption jf ðtÞj<v exp ðattrÞ, with v real positive and a ¼ ða1; ::::::; anÞ being a minimal abscissa of
convergence, and the nD Laplace Transform FðsÞ defined on a region fs 2 cn : Re½s� > ag with c ¼
ðc1; c2; ::::::::; cnÞ as an abscissa of convergence and the inequality taken component wise, the original function is
given by an n-fold Bromwich integral

f tð Þ ¼ 1
2pjð Þn

ðc1þj1

c1�j1
::::::::

ðcnþj1

cn�j1
F sð Þ exp sttrð ÞYn

i¼1

dti: (A2)

Substituting si ¼ ci þ jxi into Eq. (A2) and using a rectangular rule of the integration, namely xi ¼ miXi and
Xi ¼ 2p

�s i
as generalized frequency steps, with si forming a region of the solution, t 2 ½0;�s1Þ � ::::::::::: � ½0;�snÞ an

approximate formula is

~f tð Þ ¼ exp cttrð Þ Yn
i¼1

�s�1
i

 !X1
m1¼�1 :::::::

X1
mn¼�1 F sð Þ exp j

Xn

m¼1
miXiti

 �
; (A3)

with si ¼ ci þ jmiXi; for all i.
A limiting relative error dM of Eq. (A3) can be controlled by setting c ¼ ðc1; c2;::::::::; cnÞ, defining paths of the

integration in Eq. (A2) namely

ci ¼ ai� 1
�s i
ln 1� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ dMn
p

� �
� ai� 1

�si
ln

dM
n

; (A4)

for i ¼ 1; 2; ::::::::; n and while keeping the equalities �s1ðc1�a1Þ ¼ �s2ðc2�a2Þ ¼ :::::::: ¼ �snðcn�anÞ.
The simplification in Eq. (A4) is enabled due to small values dM considered in practice. The last equation is

used for setting up parameters of the nD NILT method relating them to a limiting relative error dM required for
practical computations.

The technique of practical evaluation of the n-fold infinite sum Eq. (A3) follows from the properties of the
n-fold Bromwich integral Eq. (A2), namely, we can arrange it into the form

f t1; t2; :::::::::; tnð Þ ¼ 1
2pj

ðc1þj1

c1�j1

1
2pj

ðc2þj1

c2�j1
::::::

1
2pj

:

ðcnþj1

cn�j1
F s1; s2; ::::::; snð Þesntndsn::::

0
B@

1
CAes2t2ds2

0
B@

1
CAes1t1ds1; (A5)

or shortly

f t1; t2; ::::::::; tnð Þ ¼ L1
�1 L�1

2 ::::::L�1
n F s1; s2; :::::::; snð Þ½ �:::::

h ih i
: (A6)

Although the order of the integration may be arbitrary on principle, here the above one will be used for an
explanation. Similarly Eq. (A3) can be rewritten as

~f t1; t2; ::::::; tnð Þ ¼ ec1t1

�s1

X1
m1¼�1

ec2t2

�s2

X1
m2¼�1

::::::::
ecntn

�sn

X1
mn¼�1

F s1; s2;::::::; snð ÞejmnXntn ::::::

 !
ejm2X2t2

 !
ejm1X1t1 ; (A7)

with si ¼ ci þ jmiXi. If we define Fn 	 Fðs1; s2; :::::::; snÞ; ::::::::: and F0 	 f ðt1; ::::::::; tnÞ, then n consequential par-
tial inversions are performed as

L�1
n Fnð Þ ¼ Fn�1 s1; :::::; sn�1; tnð Þ;

L�1
n�1 Fn�1ð Þ ¼ Fn�2 s1; ::::; tn�1; tnð Þ; (A8)

… … … … … … … … … … … … … … … .

L�1
1 F1ð Þ ¼ f t1; ::::::::::; tn�1; tnð Þ

As is obvious we need to use a procedure able to make the inversion of Laplace Transform dependent on other
ðn�1Þ parameters, complex in general. Let us denote arguments in Eq. (A8) by pi ¼ ðp1; ::; pn�1; pnÞ:

Then the ILT of the type

Fi�1 pi�1ð Þ ¼ L�1
i Fi pið Þ� � ¼ 1

2pj

ðc1þj1

c1�j1
Fi pið Þesiti dsi; (A9)

can be used n times, i ¼ n; n�1; ::::; 1 to evaluate Eq. (A8) with pn ¼ ðs1; ::; sn�1; snÞ; pn�1 ¼ ðs1; s2; ::; sn�1; tnÞ;
… … . .… . p1 ¼ ðs1; ::; tn�1; tnÞ and p0 ¼ ðt1; ::; tn�1;tnÞ; while pj ¼ sj for j � i and pj ¼ tj otherwise.
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A further technique is based on demand to find the solution on a whole region of discrete points. Then, taking
into account tik ¼ kTi in Eq. (A9) with Ti as the sampling periods in the original domain, we can write the
approximate formula

~Fi�1 pi�1ð Þ ¼ ecikTi

�si

X1
n¼�1

~Fi pið Þej2pmkTi=�s i ; (A10)

i ¼ n; n�1; ::::::; 1 and with Xi ¼ 2p
�s i

substituted. As follows from the error analysis a relative error is
predictable on the region Oerr ¼ ½0;�s1Þ � :::::::::½0;�snÞ: For k ¼ 0; 1; 2; :::::::;Mi�1; i ¼ 1; ::::; n; a maximum reach-
able region is Omax ¼ ½0; ðM1�1ÞT1� � ::::::::� ½0; ðMn�1ÞTn�: Thus, to meet the necessity condition Omax 
 Oerr

we can set up fittingly �si ¼ MiTi; i ¼ 1; 2; :::::; n: In practice, a region of the calculation is chosen to be Ocal ¼
½O; t1cal� � ::::::::::� ½O; tncal� with tical ¼ ðMi=2�1ÞTi; i ¼ 1; :::::; n to provide certain margins.
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ABSTRACT: 
 
Hyperspectral remote sensing is being considered as an advanced technique for mineral identification of surficial deposits. In this 
research different iron oxides minerals such as limonite, goethite has been identified using AVIRIS-NG airborne hyperspectral 
remote sensing covering the Omkarpura, Itwa, and Chhabadiya mines area in Jahajpur Bhilwara, Rajasthan, India. AVIRIS-NG 
has shown robust performance in iron oxide identification in the study area. Mineral spectral signatures of the AVIRIS-NG data 
were compared with spectra of USGS spectral library, and field investigated mineral spectra of iron oxides and found very 
promising. The results allow us to conclude that due the high signal to noise ratios of the AVIRIS-NG, it is capable to identify the 
different iron bearing minerals in the visible and infrared portion of the electromagnetic spectrum.  
 

1. INTRODUCTION 

“The Airborne Visible-Infrared Imaging Spectrometer - 
Next Generation (AVIRIS-NG) has been developed to 
provide continued access to high signal-to-noise ratio 
imaging spectroscopy measurements”(JPL NASA, 2015). 
Joint mission of ISRO-NASA has made an execution plan 
on February 04, 2016 to capture the surficial 
mineraldeposits in Jahajpur group belt of Bhilwara super 
group Rajasthan(SAC, 2016, JPL NASA, 2015). The 
surface mineralogy mapped and identify through 
characteristic absorption features which are located  in the 
range of  visible to shortwave-infrared range(Bell et al.,  
2010).The minerals which associated with Fe3+, Al- OH, 
Mg-OH, CO32−, and SO42− can be mapped and 
discriminated by hyperspectral remote sensing data, 
smoothly  (Clark et al., 1990, Crósta et al., 2003, Farooq 
and Govil, 2014, Jing et al., 2014, Clark, 1999, Eduardo et 
al., 2011).*  According to Parashar (2015) the 
hydrothermally developed hydroxyl minerals such as clay 
group of minerals and K-micas allow for remote 
identification which show the diagnostic absorption in 
infrared region(Parashar, 2015). The presence of mineral 
containing iron, such as goethite, jarosite, limonite and 
hematite   due to erosion and weathering of hydrothermally 
developed sulphide deposits have various different 
absorptions in VNIR/SWIR regions(Parashar, 2015, Dhara, 
1978).There are two major spectral intervals which is used 
for mineral identification and mapping in range of 0.4-2.5 
μm of EMR spectrum. The 0.4-1.1 μm of VNIR region are 
ubiquitous Fe2+ and Fe3+ have multispectral absorptions 
related to electronic transitions. The Fe2+, Fe3+ have shown 
charge-transfer absorptions are at around 0.6 μm band 
width. There are various distinct electronic absorption 
features near 0.6 μm and 0.9 μm by Limonite and Goethite  
(Roberto and Filho, 2000). The  Fe3+  have shown 

                                                           
* Corresponding author 

absorption at  0.43, 0.5 and 0.6 μm,  and Fe2+ have shown 
absorption features in 0.9 -1.2 μm(Magendran and 
Sanjeevi, 2014,  Murphy and Monteiro, 2013,  Govil et al., 
2018, Cloutisa et al., 2006, Bell et al., 2010, Pour and 
Hashim, 2015). 
 

2. GEOLOGICAL SETTINGS OF THE STUDY 
AREA 

 

Figure 1. Location map of the study area 

The basement rock of Jahajpur group of Bhilwara 
supergroup are archaean age. There are two parallel ridges 
of dolomitic limestone and quartzite striking in north east 
direction along and across the Banas river. The quaternary 
sediments are exposed in the river channels. The western 
part of Jahajpur group is intruded with Mangalwar complex 
and in east surrounded by Hindoli groups of rocks. There 
are four types of rocks are reported by various scientist and 
researchers such as dolomite, phyllite, quartzites, banded 
iron formation (BIF), and quaternary sediments. The 
identified minerals which is reported by geological society 
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of India are iron, clay , talc, and soapstone(Geological 
Survey of India-District Report., 1977, Sinha-Roy, 1984, 
Sinha Roy and Malhotra, 1988,  Sinha-Roy, 2001,  Saxena 
and Pandit, 2012,  Heron, 1935,   Srivastava, 1968,   Yadav 
et al., 2001,  Shekhawat and Sharma, 2001) .  
  

3. DATA AND METHODOLGY 

The acquired date of AVIRIS NG hyperspectral image is 
04/02/2016 for Jahajpur region of Bhilwara district 
Rajasthan. AVIRIS-NG have 427 contiguous channels with  
5nm and 8.1 spectral and spatial resolution respectively in 
spectrum region 0.3 -2.5 51μm  of EMR(Hamlin et al., 
2011,   JPL NASA, 2015,   SAC, 2016).The concepts and 
instruments of AVIRIS-NG are completely  free from 
keystone and smile error distortions.The AVIRIS-NG data 
have highest signal to noise ratio. The adopted approach of 
methodology is that preprocessing and determination of 
AVIRIS-NG airborne hyperspectral data, Image 
calibration, atmospheric correction, bad band removal, and 
dark subtraction method related to preprocessing of image, 
and extraction spectral features are related to determination 
process of approach. The extracted mineral spectra are 
correlated and compared with USGS spectral library, and 
field spectra(King and Clark, 2000). Minerals are identified 
through absorption and reflectance in a particular 
bandwidth for particular minerals through 
interpretation(Molan et al.,  2014) and compared  with 
mineral spectral  library of USGS..  
 

Sensor 
Altitude 

4-8 km Spectral 
Range 

380 nm to 
2510 nm 

Spatial 
Resolution 

8.1 m Spectral 
Coverage 

Continuous 

Swath 
Width 

4-6 km Spectral 
Resolution 

5nm ± 0.5 
nm 

VNIR 
Range 

400nm-
1000nm 

SWIR range 900nm-
2500nm 

IFOV 
(mrad) 

1.0 mrad Total 
number of 
bands 

425 

Table 1. The specified parameters of AVIRIS-NG (Hamlin 
et al., 2011,  Bhattacharya, 2016,   JPL NASA, 2015) 

4. RESULT AND DISCUSSION 

 
Figure 2:Spectral features of goethite minerals. 

 
Figure 3: Spectral features of goethite/limonite minerals 

 

Figure 4: Spectral features talc minerals and associated 
goethite minerals 

 

Figure 5: Spectral features of montmorillonite and goethite 
/limonite 
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Figure 3: Spectral features of kaosmec and goethite 
minerals 

The hydrothermal alteration product limonite (Fe+3O(OH). 
nH2O) iron oxide minerals are identified in dolomitic rocks, 
near Itwa/Omkarpura village (Figure 2 and 3) andnear 
Ghevaria talc mines (Figure 4), Chhabadiya village (Figure 
5), Omkarpura village (Figure 6) of Jahajpur, Bhilwara, 
Rajasthan. The image spectra of limonite at location Itwa 
and Omkarpura, showing distinct absorption features at 
bandwidth of image spectra such as at 0.5417, 0.9274 μm 
with presence of OH absorptions at 1.331-1.4182 μm and 
1.8080-1.934 μm, but at location Chhabadiya and Ghevaria 
iron oxides are present as minor content as impurity in clay 
and talc minerals.There is similarity between field 
measured spectra of limonite, USGS mineral spectral 
library, and image spectra. Field measured spectra have 
shown absorptions at 0.5070 μm, 0.6260 μm, 0.9310 μm, 
1.4132 μm, 1.8080 μm.(Magendran and Sanjeevi, 2014,           
Murphy and Monteiro, 2013,  Mielke et al., 2016,  Roberto 
and Filho, 2000,  Govil et al., 2018,  Pour and Hashim, 
2014,  Pour and Hashim, 2015, Zhang et al., 2016, Boesche 
et al., 2015). 
 

5.  CONCLUSION 

The interpretation and identification of iron 
oxides/hydroxide(Highway, 1991) minerals 
Limonite/Goethite measured through field spectra using 
spectroradiometer, and image spectra of AVIRIS-NG and 
compared with USGS mineral spectral library, which have 
shown absorptions at 0.46, 0.54 (Grebby et al., 2014) 0.76, 
0.92 (Pour and Hashim, 2014), 2.0, 2.2, 2.35 and 2.39 μm 
in VNIR-SWIR indicates association of oxides/hydroxides, 
clay, talc, and carbonate minerals. This result shows that 
the AVIRIS-NG data have robust performance and  
capability in mapping and identification of the  alteration 
zones  because association of  these mineralsare indicating  
phyllic, argillic (Lagat, 2009, Zhang et al., 2016) and 
supergene  product of gossan(Ramakrishnan and Bharti, 
1996) and alteration of oxidation and reduction, and 
weathering environment. The conclusion is that AVIRIS-
NG have better capability to differentiate and identify the 
oxides minerals and facies alteration. 
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ABSTRACT  

Natural Resources extraction for production of goods increases the stress on land and on the environment. Coal Mines are the 

primary source for energy production.  This process increases the continuous deformation on land by disturbing equilibrium beneath 

the surface. Interferometry techniques have a capability to detect the minute deformation with millimetre precision on the ground 

using microwave SAR data. The study area covers the largest open cast coal mines of Asia. In this study for minute deformation 

identification, Persistent Scatterer Interferometry Synthetic Aperture Radar (PSInSAR) technique has been used. Research focuses on 

the application of PSInSAR technique for terrain deformation detection using 17 SAR scene of Korba, Chhattisgarh, India acquired 

by the Sentinel-1 satellite of European Space Agency. This technique is capable to monitor the minute deformation in the coal mines 

of Korba, Chhattisgarh, India. The results predicted that the area is deformed with the velocity up to 30 mm/year in the coal mines 

and surroundings areas. The PSInSAR technique with the Sentinel-1 data provides the proficient tool for deformation monitoring in 

coal mines of Korba. 

 
1. INTRODUCTION 

Mining deformation in the form of subsidence is the biggest 

problem in open cast and underground mines and their 

surrounding areas due to mining activities. Deformation 

happens in the mining area due to improper extraction methods 

of the mineral resources or due to the rock/slope failure. The 

traditional deformation monitoring techniques in India were 

time-consuming and costly. Recently Microwave remote 

sensing has gained a significant success to identify the minute 

deformation. In the Microwave technology, the Persistent 

Scatterer interferometry (PSInSAR) technology gives a new 

turn to monitor the subsidence/deformation. * 

The research focused on spaceborne synthetic aperture radar 

(SAR) imagery for monitoring mine subsidence which provided 

an alternative to prediction displacement (Engineering, 

Informatics, and Systems 2007). The technology has improved 

with enhancement of different space-borne(Jiang et al. 2011) 

SAR sensors, which provide high-resolution imagery over a 

wide area with day-night capturing capability in any 

atmospheric conditions(Tomiyasu 1978)(Geymen 2014)(Ng et 

al. 2011). The SAR interferometry concept has been introduced 

in the last 1980s(Gabriel, Goldstein, and Zebker 1989). 

Interferometry SAR (InSAR)(Aydoner, Maktav, and Alparslan 

2004) techniques are widely used, to measure the topographic 

profile and surface deformations(Ishwar and Kumar 

2017)(Fulton 2000) and for subsidence monitoring(Strozzi et al. 

2001). SAR is the radar antenna which synthesizes images by 

the principle of Doppler effect, the antenna is focused on an 

object/ element to generate an image in the along track and 

across track direction. SAR-Interferometry (InSAR) is one of 

the competent techniques used to understand the land surface 

motion and land subsidence (land surface sinking) (Ishwar and 

Kumar 2017) (Strozzi et al. 2001) (Sahu, Pradhan, and Jade 

2016) over a large area (Bonì et al. 2017) at a cost lower than 

the traditional techniques(Ng et al. 2011) (Ferretti, Prati, and 

Rocca 2001a). The common traditional techniques used for 

                                                           
* Corresponding author 

measuring deformation at ground based on regional level are 

precise leveling, total station, global navigation satellite system 

(GNSS), etc. that monitor ground subsidence at a pin point 

location . Though these methods are tedious, require more time, 

manpower and are costlier, they can measure height information 

at millimeter to centimeter levels of accuracy on local area 

levels (Cao et al. 2007).  

The mine deformation is the displacement of land due to the 

extraction of resources. The coal mines have basically three 

kinds of subsidence, crack, pit hole and sag(Sahu and Lokhande 

2015)(Lokhande et al. 2005). The subsidence has been noticed 

and written in 1556 in the literature of  Agricola's De RE 

Metallica(Singh 1992) but for subsidence engineering, the 

formal study was started for European coal mines in the 19th 

century(Ishwar and Kumar 2017). Typically subsidence occurs 

due to resource extraction (States 1991)(Sahu and Lokhande 

2015) and less buoyancy to support the external pressure(Fulton 

2000). Deformation has a certain effect of underground 

mining(Singh 1992) and open cast. The displacement affected 

area is generally larger than the extracted area of a mine. 

Mining at any depth can result in subsidence. The deformation, 

not only impacts the mines but also impacts the ecosystem(Sahu 

and Lokhande 2015) due to the release of pollutants like toxic 

gases (Jiang et al. 2011), smog, dust, etc. in the affected areas. 

 

2. STUDY AREA 

The study area is in Korba coal field of Chhattisgarh, which lies 

between the 22⁰18′N to 22⁰24′ N 82⁰46′E to 22⁰.29′E. In the 

research area opencast and underground coal mines are 

presently shown in figure 1. The underground mine 

(Surakchhar) was started in 1963 and the opencast Gevera 

mines are the largest open-pit mine in Asia. The Husdo river 

unequally divides the study area into two parts. The shale, coal 

and sandstone are present in this region 

 

3. DATA USE AND METHODOLOGY  

A stack of 17 Interferometric Wide Swath (IW) Single Look 

Complex (SLC) Sentinel-1 images spanning from February 
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2015 to February 2017 of Sentinel-1 data acquired freely from 

the European Space Agency (ESA) has been used in the present 

study. The acquired data specifications are given in table1. 

Sentinel-1 has launched on 4th April 2014 by ESA. It acquires 

interferometric C-band SAR data and improved data acquisition 

capability as compared to previous C-band SAR sensors 

(ERS1/2, Radarsat). Sentinel-1A acquired images with a swath 

width of 250 by 180 with revisiting time 12 days in the IW data 

acquisition mode, it is reduced to 6 days if the images acquired 

by the Sentinel-1B satellite are available. These data are freely 

available and highly beneficial for deformation monitoring in 

coal mine area of Korba, Chhattisgarh.  

The methodology adopted in the present study is shown in the 

flowchart in figure 2. The methodology is having three sections 

preprocessing, estimation and visualization and interpretation. 

Each segment is important for deformation estimation of Korba 

Coalfields. 

From the stack of 17 images, the image acquired on 2016/01/18 

has been chosen as reference or master image other 16 images 

are slave images. By using the reference image all the total 

images are analyzed for temporal baseline, perpendicular 

baseline, coherence, PS estimation, etc. In pre-processing, 

coregistration is done by cross-correlation of slave with the 

referenced image and interferograms has been generated by 

averaging the corresponding amplitude and differencing the 

corresponding phase at each point in the image(Ferretti et al. 

2007). 

In the estimation part, PS points are stable points and derived 

from the temporal data or single coherent pixel called 

permanent scatterer (Ferretti, Prati, and Rocca 2001b). PS 

points are calculated evaluating the amplitude dispersion index 

value and Atmospheric Scatter Index (ASI) which derive from 

backscattered of each pixel. Atmospheric phase screen (APS) is 

responsible for phase fluctuation of the received signals in 

linear phase term in range and azimuth direction so it needs to 

estimated and removed for better results for deformation 

measurement. The subsidence is monitored by the pixel by pixel 

estimation of the reference of PS candidates and radar 

parameter estimation of phase displacement or movement in the 

image. The images of 2 years data acquired from 28 Feb’2015 

to 05 Feb’2017 were stacked to form the stacked interferogram 

of the 21 images. The images of 2 years data acquired from 28 

Feb’2015 to 05 Feb’2017 were stacked to form the stacked 

interferogram of the 17 images. The PSs supports for an 

algorithm for linear contribution to monitor displacement 

measurement in coalfield of Korba. The interferometric phase 

(ϕ) analysis for all the k permanent point selected point in the 

pixel in nth flattened and topographically corrected 

interferogram is(Qiu, Ma, and Guo 2016) 

 

𝜑𝑑𝑖𝑓𝑓,𝑛,𝑘 = ϕ𝑓𝑙𝑎𝑡,𝑛,𝑘  +  ϕ topo,n,k + ϕ,aps,n,k + ϕscat,n,k  +

ϕnoise,n,k                            (1) 

Where, 

ϕdiff, n,k is total phase difference due to all the factors along 

the LOS observed by two different satellite or displacement. 

ϕflat,n,k is a phase of flat terrain, ϕ𝑎𝑝𝑠,𝑛,𝑘 is the phase 

difference occur due to supplementary atmospheric disruption. 

S.No. Data 

acquisition  

Polarizat

ion  

Temporal baseline 

1 2015/02/28 VV -323.999919 

2 2015/06/28 VV -203.999947 

3 2015/07/10 VV -191.999956 

4 2015/07/22 VV -179.999944 

5 2015/12/13 VV -35.999985 

6 2015/12/25 VV -23.999992 

7 2016/01/06 VV -11.999996 

8 2016/01/18 VV 0.000000 

9 2016/02/23 VV 36.000152 

10 2016/05/29 VV 132.000065 

11 2016/07/16 VV 180.000096 

12 2016/07/28 VV 192.000103 

13 2016/09/02 VV 228.000123 

14 2016/09/14 VV 240.000130 

15 2016/12/07 VV 324.000191 

16 2017/01/12 VV 360.000164 

17 2017/02/05 VV 384.000157 

Table 1 Acquired Data specification 

Figure 1 Coalfields of Korba, Chhattisgarh 

Figure 2 Methodology flow chart 

The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLII-5, 2018 

ISPRS TC V Mid-term Symposium “Geospatial Technology – Pixel to People”, 20–23 November 2018, Dehradun, India

This contribution has been peer-reviewed. 

https://doi.org/10.5194/isprs-archives-XLII-5-427-2018 | © Authors 2018. CC BY 4.0 License.

 

428



 ϕscat,n,k is the phase difference occur due to echo 

characteristic. ϕnoise,n,k is the noise in the phase by geometrical 

and temporal decorrelation. 

Linear displacement and velocity relation to measuring 

deformation by assuming that the movement is linear in time: 

 

𝜑𝑑𝑖𝑠𝑝,𝑛,𝑘 =  
4𝜋

𝜆
 Δ𝜈(𝑘) 𝐵𝑛,𝑘   (2) 

 

Where, 

Δv is the relative velocity 

𝐵𝑛,𝑘 is temporal baseline. 

Subsidence is monitor by referenced PS points and 

displacements along the line of sight of the satellite. 

By estimating resampled velocity data visualized and 

interpreted on an interface of google earth for results 

justification. 

 

4. RESULTS AND DISCUSSION 

The PSI products derived with the help of the 17 scenes of   IW 

SLC Sentinel-1 images, spanning the period from February 

2015 to February 2017 are accumulated displacement map and 

the time series of the deformation derived. In figure 3, a total 

area which has been processed is about 450 sq.km. in which the 

approx. 300 sq.km area has been under observation for 

deformation monitoring in the present study. The points in the 

figures are showing PS candidates which undergo deformation 

in observed in the areas. The observation is done in and around 

coal mine area of Korba (marked as rectangles in figure 3).  The 

total processed area map of time series has been superimposed 

on Google Earth is showing in figure 3 and the area under 

investigation is shown in figure 4. Figure 4 shows the 

accumulated displacement map obtained with the direct 

integration of the consecutive interferogram. The more 

deformed areas are demarcated or encircled shows the rate of 

deformation occurring in and around coal mine of Korba. The 

points in the figure3, 4 shows a good coverage of PS candidate 

over all the area of coal mines and its surrounding area and have 

a good connection between all the urban areas. Figure 4 shows 

accumulated displacement map over an area of Korba coalfields 

and its nearby areas which have been superimposed on to 

Google Earth for deformation estimation. Figure 4 shows the 

area of 4a Surakchhar, 4b Gevera, and 4c Kusmunda opencast 

coal mine. The zoomed view of underground coal mine of 

Surakachhar has been shown in figure 5, rectangles in the 

figures showing more deformation in the area where broadly the 

deformation rate varies from -3 to -27 mm/year. The Balgi 

underground mine and its surrounding areas show more 

deformation demarcated by rectangles in figure 5. Both the 

underground mines affect the area slowly and gradually in the 

form of deformation. The rate of deformation is slow but at 

some places, it’s demarcated at a high rate (red color points in 

the area) which is more than -25mm/year. The area is deformed 

mainly active mining area and settlements which are 

permanents feature and having more PS points in the regions. 

Which provide precision for deformation monitoring. This 

cannot be neglected due to the presence of underground mines 

in the area. In the future, this adverse effect in the area can be 

dangerous for the property and life of the people. 

Figure 4 Resampled velocity map superimposed to Google 
Earth. The rectangle area are the mines (a) Surakachhar, (b) 
Gevera and (c) Kusmunda 

Figure 3 Resampled map of the total processed area and in 
black color rectangle is mine’s area under observation. 

Figure 5 Zoomed view of in and around underground mine 
Surakachhar  
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In open cast mine of Gevera, and Kusmunda the deformation 

has been estimated very high up to -30mm/ year, zoomed view 

shown in figure 6 and Figure7. The areas in green to red color 

showing that the area continuously away from the line of sight 

(LOS) of the satellite and rate of deformation which has been 

noticeable in the area upto30mm/year. Gevera mine 

deformation rate is more demarcated in the figure 6, green 

point’s area showing the deformation has been started in the 

Gevera mines and surrounding area. The area in  yellow shows 

the moderte rate of deformation occurs with the rate of -5 to -

10mm/year and red color in opencast mine is showing that 

moderate to the very high rate of deformation is occurring in the 

area. The points have been noticed in the mines are permanent 

features like dumping zone, working stations, coal washeries, 

etc. so it finds more PS point in this region which helps to 

improve the accuracy of deformation results. The more 

deformed area demarcated or encircled in figure 6 and 7. In 

Gevera and Kusmunda due to mining activities directly or 

indirectly disturbs the area of mine and its nearby areas by 

drilling, blasting, waterlogging, water sprinkling, slumping and 

heavy vehicle activities which deformed the infrastructure. 

In opencast mines, waterlogging can easily identify on google 

earth high-resolution images which provide good information 

for interpretation. Figure 8 showing some zoomed view of 

deformed areas on google earth images of underground and 

opencast mines of Korba. In the underground mine of  

Surakachhar, the zoomed view of the area near the working 

station in which infrastructure undergo deformation up to 10 

mm/year has been shown in figure 8a.  Underground activities 

of mining disturb the areas of Surakchhar mine and surrounding 

residential area slowly which can be a cause of the forthcoming 

disaster, so it requires frequent attention and maintenance.  In 

figure 8b opencast mine Gevera, roads, slumping areas and 

dumping sites which deformed highly from -15 to -30mm/year. 

In figure 8c and figure 9 opencast mine Kusmunda, zoomed 

view of slumping site near the road is showing the deformation 

rate is -26.5mm/year. Figure 9, showing some photograph of 

Kusmunda mine which indicates the deformation of the mine 

areas. The results in the present study showing more 

deformation in the opencast mine as compare to underground 

mines. Gevera mines, having very high deformation rate as 

compared to all mines present in the present study area because 

it is having more production as compared to other. 

 

5. CONCLUSION 
The deformation monitoring is very necessary for the areas of 

coal mining for prediction of change and monitoring the 

indicators of forthcoming hazard. In the present study, 

PSInSAR technique and C-band sentinel-1 data have been used 

for deformation monitoring in underground and opencast mines 

of Korba, Chhattisgarh. The PS point’s estimation has been 

done for deformation monitoring using 17 IW SLC images. The 

results have been estimated in Korba mines showing that -3 to -

30 mm/year deformation occur in different areas of 

underground and opencast mines. This study also helps to 

predict deformation in other coal mines of the India and world. 
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Abstract. Remote sensing technique often analyzes the thermal characteristics of any area. Our
study focuses on estimating land surface temperature (LST) of Raipur City, emphasizing the
urban heat island (UHI) and non-UHI inside the city boundary and the relationships of LST
with four spectral indices (normalized difference vegetation index, normalized difference
water index, normalized difference built-up index, and normalized multiband drought index).
Mono-window algorithm is used as LST retrieval method on Landsat 8 Operational Land
Imager (OLI) and Thermal Infrared Sensor (TIRS) data, which needs spectral radiance and emis-
sivity of TIRS bands. The entire study is performed on 11 multidate Landsat 8 OLI and TIRS
images taken from four different seasons; premonsoon, monsoon, postmonsoon, and winter, in a
single-year time period. The Landsat 8 data derived LST is validated significantly with Moderate
Resolution Imaging Spectroradiometer (MOD11A1) data. The results show that the UHI zones
are mainly developed along the northern and southern portions of the city. The common area of
UHI for four different seasons is developed mainly in the northwestern parts of the city, and the
value of LST in the common UHI area varies from 26.45°C to 36.51°C. Moreover, the strongest
regression between LST and these spectral indices is observed in monsoon and postmonsoon
seasons, whereas winter and premonsoon seasons revealed comparatively weak regression. The
results also indicate that landscape heterogeneity reduces the reliability of the regression between
LST with these spectral indices. © 2019 Society of Photo-Optical Instrumentation Engineers (SPIE)
[DOI: 10.1117/1.JRS.13.024518]

Keywords: land surface temperature; normalized multiband drought index; normalized differ-
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spectral indices; urban heat island.
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1 Introduction

Land surface temperature (LST) estimation is considered as one of the most significant tasks in
thermal remote sensing study, where thermal impacts of changing land use/land cover (LULC)
may regulate the generation of urban heat island (UHI) in mixed urban landscapes.1–5 The effect
of UHI on some major cities (e.g., Beijing, Columbus, Shanghai, Baltimore, and Chicago) in the
world is growing at an alarming rate and is directly related to the LULC categories.6–11 Various
LULC indices (vegetation, impervious surface area, etc.) were applied in a UHI related remote
sensing study to determine the changed pattern of LST in different types of natural and man-
made landscape systems.12–16 Some recent articles discussed the statistical linear regression
between LST and some selected LULC indices for separate study areas like Brisbane,17

Raipur,18 Shanghai,19 Addis Ababa,20 Mexico,21 Philadelphia,22 Florence, and Naples.23

A more recent direction includes the application of some sophisticated statistical techniques
to estimate the seasonal variability of LST in the urban area. Cui and de Foy24 showed that
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vegetation cover, daytime insolation, and atmospheric stability are related to seasonal UHI var-
iations in Mexico City, Mexico. Zhou et al.25 made an attempt in Baltimore, USA, to build rela-
tionships between land cover and UHI and their seasonal variability. Haashemi et al.26 presented
a seasonal variability in the regression between LST and fractional vegetation cover, albedo,
impervious surfaces, and elevation in Tehran, Iran.

In later studies, seasonal variation in the UHI effect was critically analyzed. Seasonal effects
in urban thermal patterns were determined by spatial regression analyses in Ohio, USA.27

Multiple statistical methods were integrated to show the seasonal contrast of some LULC indices
for LST distribution in Shenzhen, China.28 A seasonal variation in LST and selected LULC
indices was investigated in Jaipur, India.29 A trend and seasonal decomposition model for
LST change over Beijing, China, was investigated.30 A regression-based model was performed
to determine the average annual and seasonal trend of LST in peninsular Spain.31,32 The relation-
ship of urbanization and climate variability with urban and rural LST for 31 cities of China was
critically investigated.33 An analytical research work performed in more than 86 major cities of
China presented that UHI is seasonally different and is negatively related to the cloud cover
percentage in transitional seasons.34 A landscape source-sink distance index was applied to relate
the landscape connectivity and LST variation in Beijing, China.35 A variation of LST due to
elevation change in summer, winter, and monsoon season for Jaipur, India, was assessed.36

In summary, recent researchers tried to make a true attempt in the seasonal variability of
LST in UHI of the major cities using common statistical methods.

This paper was an analytical study based on the seasonal variability of LST distribution
inside the UHI and the area outside the UHI zones in a typical Indian city. The area outside
the UHI zones is described here as non-UHI.18,23 Basically, the term “non-UHI” is slightly differ-
ent from the term “urban cool island (UCI).” Generally, the term UCI indicates that the low-
temperature zones inside an urban area are characterized by urban vegetation, wetland, and
water bodies, whereas the term “non-UHI” is used to present an area other than the UHI,
which is actually denoted moderate-to low-temperature zones of an urban area. Hence, UCI
can be considered as a part of non-UHI in an urban area. Another term “common-UHI”
was used in this study to show the common area of UHI for each and every satellite image
(total of 11 images) for four different seasons.18,23

Landsat TIR data are often used in the identification of UHI zones.37–39 LST derivation using
Landsat TIR data becomes popular through the introduction of some algorithms, such as mono-
window algorithm,40,41 single-channel algorithm,41–45 radiative transfer algorithm,41,45 split-win-
dow algorithm.41,45–47 Landsat 8 TIRS dataset has two TIR bands (bands 10 and 11). Generally,
TIR band 10 is used for LST derivation as TIR band 11 is associated with larger uncertainties and
thus it is not recommended to use the split-window algorithm. In the radiative transfer equation,
LST estimation requires atmospheric correction and emissivity correction, which are difficult to
perform.41 Ground emissivity, atmospheric transmittance, and effective mean atmospheric tem-
perature are the parameters needed to derive the LST using mono-window algorithm, whereas
single-channel algorithm needs atmospheric transmissivity, upwelling, and downwelling atmos-
pheric radiance. Single-channel algorithm and mono-window algorithm both present significant
results in LST retrieval.18,23,43,48 In this study, LST derivation process was conducted using the
mono-window algorithm.

The specific aims of the study were: (1) to describe the nature of LST in the UHI, non-UHI,
common UHI, and the whole of Raipur City for Landsat 8 OLI and TIRS images selected from
premonsoon, monsoon, postmonsoon, and winter seasons in a single-year span and (2) to examine
the variation in nature and strength of regression between LST and normalized difference vegeta-
tion index (NDVI), normalized difference water index (NDWI), normalized difference built-up
index (NDBI), and normalized multiband drought index (NMDI) for the UHI, non-UHI, and
common UHI and for the whole of Raipur City in these four particular aforesaid images.

2 Study Area and Data

Raipur, the capital city and the largest city of Chhattisgarh State in east-central India, located
along the west of Mahanadi River, was selected for the present research work. Raipur is
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characterized by comparatively dry climate having no influence of coastal or maritime climatic
condition. Moreover, Raipur is a rapidly growing city in India where a lot of new conversions of
land have been seen in the recent time period. It has a wide variety in the population. The city has
also seen exponential growth in industrial sectors and has emerged as a major business hub in
central India. It is also ranked seventh in Ease of Living Index 2018 by Union Ministry of
Housing and Urban Affairs.49 Raipur is considered to be one of the modern and smart techno-
logical cities in India due to the addition of new technology to the older system, power plant
retrofit, home energy retrofit, seismic retrofit, eco-friendly, and sustainable nature; and thus the
city was selected as the study area of the research work. Due to the presence of various types of
surface materials, the nature of LST distribution is too dynamic. The latitudinal and longitudinal
extents of Raipur City are 21°11’22”N-21°20’02”N and 81°32’20”E-81°41’50”E, respectively
(Fig. 1). The mean elevation of the city is around 298 m. Raipur City is characterized by a
tropical wet and dry climate. There are four seasons observed in Raipur according to the
India Meteorological Department, i.e., premonsoon or summer (March to May), monsoon
(June to September), postmonsoon (October to November), and winter (December to
February). Generally, the summer months (March to May) remain hot and dry. The mean annual
temperature of Raipur City lies between 21°C to 34°C. Amount of rainfall is moderate (average
annual rainfall is 120 to 150 cm.). Rain occurs mainly in the monsoon season. At that time,
vegetation was looking green and healthy, containing more chlorophyll component. In the
rainy monsoon season, temperature falls at a significant rate from the summer or premonsoon
season. A pleasant weather condition persists throughout the postmonsoon season. Winter sea-
son remains cool and dry. December is considered the coldest month (average temperature 12°C)
of the city.

A total of eleven (three from the premonsoon, two from the monsoon, three from the post-
monsoon, and three from winter season) Landsat 8 Operational Land Imager (OLI) and Thermal
Infrared Sensor (TIRS) data (<10% cloud coverage) were selected to determine the UHI zones
over all of Raipur City (Table 1). The Landsat 8 datasets were freely downloaded from the
website of the United States Geological Survey.50 Only Landsat TIR band 10 data were

Fig. 1 The study area: (a) Chhattisgarh in India, (b) Raipur City in Chhattisgarh, and (c) Raipur
City.
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used for LST retrieval process because TIR band 11 data faces some calibration uncertainty.
Optical bands 3, 4, 5, 6, and 7 datasets were used in developing NDVI, NDWI, NDBI, and
NMDI. The entire study was performed in the environment of some sophisticated image process-
ing and GIS software packages.

3 Methodology

3.1 Determination of NDVI, NDWI, NDBI, and NMDI

NDVI51 is considered one of the most frequently used vegetation indices in remote sensing study.
It is also applied in deriving LSTand normally shows a negative regression with LST. NDWI52 is
generally used for water body extraction. NDBI53 is another spectral index, which was applied in
this study for built-up area extraction. NMDI54 was also used to extract the dry soil or bare land.
The formulation of these four spectral indices was presented in Table 2. Integration of suitable
threshold values of these spectral indices is useful in identifying several LULC types.55

3.2 LST Derivation Using Landsat 8 OLI and TIRS Band

For retrieving LST using mono-window algorithm, the original Landsat 8 TIR band (100-m
resolution) was resampled into 30 m. The entire procedure included the following equations:56

Table 1 Specification of multidate Landsat 8 OLI and TIRS satellite images.

Date of acquisition Season Time Path/row

Sun
elevation
(deg)

Sun
azimuth
(deg)

Cloud
cover (%)

Earth–Sun
distance

(astronomical unit)

09-Nov-2013 Postmonsoon 14:27:51 142/044 47.1003 152.5147 0.03 0.9905

25-Nov-2013 Postmonsoon 14:27:43 142/044 43.2895 153.9750 0.00 0.9871

11-Dec-2013 Winter 14:27:42 142/044 40.6309 153.5245 0.00 0.9847

27-Dec-2013 Winter 14:27:33 142/044 39.5066 151.6083 1.69 0.9835

28-Jan-2014 Winter 14:27:13 142/044 42.3669 144.8623 0.49 0.9849

17-Mar-2014 Premonsoon 14:26:36 142/044 55.9542 129.3872 0.00 0.9949

02-Apr-2014 Premonsoon 14:26:19 142/044 60.9189 121.7216 0.00 0.9995

20-May-2014 Premonsoon 14:25:38 142/044 68.5638 90.4085 5.46 1.0118

05-Jun-2014 Monsoon 14:25:45 142/044 68.3821 83.3098 0.02 1.0146

25-Sep-2014 Monsoon 14:26:11 142/044 59.2100 134.1804 0.81 1.0030

12-Nov-2014 Postmonsoon 14:26:21 142/044 46.2266 152.4664 7.59 0.9899

Table 2 Description of NDVI, NDWI, NDBI, and NMDI.

Acronym Description Formulation Reference

NDVI Normalized difference vegetation index NIR−Red
NIRþRed 51

NDWI Normalized difference water index Green−NIR
GreenþNIR 52

NDBI Normalized difference built-up index SWIR1−NIR
SWIR1þNIR 53

NMDI Normalized multiband difference index ½NIR−ðSWIR1þSWIR2Þ�
½NIRþðSWIR1þSWIR2Þ� 54
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EQ-TARGET;temp:intralink-;e001;116;735Lλ ¼ 0.0003342 ×DN þ 0.1; (1)

where Lλ is spectral radiance (Wm−2 sr−1 mm−1)

EQ-TARGET;temp:intralink-;e002;116;701Tb ¼
K2

ln
�
K1

Lλ
þ 1

� ; (2)

where Tb is the at-sensor brightness temperature (K),57 K2 and K1 are the calibration constants.
Here K1 is 774.89 (Wm−2 sr−1 mm−1) and K2 is 1321.08 (Wm−2 sr−1 mm−1)

EQ-TARGET;temp:intralink-;e003;116;627Fv ¼
�

NDVI − NDVImin

NDVImax − NDVImin

�
2

; (3)

where NDVImin is the minimum value (0.2) of NDVI for bare soil pixel and NDVImax is
the maximum value (0.5) of NDVI for healthy vegetation pixel.58–60

dε is the geometric distribution effect for the natural surface and internal reflection.
The value of dε may be 2% for mixed and elevated land surfaces58

EQ-TARGET;temp:intralink-;e004;116;534dε ¼ ð1 − εsÞð1 − FvÞFεv; (4)

where εs is the soil emissivity, Fv is the fractional vegetation, F is a shape factor (0.55),58 and
εv is the vegetation emissivity

EQ-TARGET;temp:intralink-;e005;116;479ε ¼ εvFv þ εsð1 − FvÞ þ dε; (5)

where ε is land surface emissivity. The value of ε is determined by the following equation:58

EQ-TARGET;temp:intralink-;e006;116;436ε ¼ 0.004 × Fv þ 0.986: (6)

Water vapour content is determined by the following equation:61

EQ-TARGET;temp:intralink-;e007;116;392w ¼ 0.0981 ×
�
10 × 0.6108 × exp

�
17.27 × ðT0 − 273.15Þ
237.3þ ðT0 − 273.15Þ

�
× RH

	
þ 0.1697; (7)

where w is the water vapor content (g∕cm2), T0 is the near-surface air temperature (K), and RH is
the relative humidity (%). These parameters of the atmospheric profile were the average values of
14 stations around Raipur, which were obtained from the Meteorological Centre, Raipur and
the Regional Meteorological Centre, Nagpur.

EQ-TARGET;temp:intralink-;e008;116;299τ ¼ 1.031412 − 0.11536w; (8)

where τ is the total atmospheric transmittance.62

Raipur City is located in a tropical region. Thus the following equations were applied to
compute the effective mean atmospheric transmittance of Raipur:

EQ-TARGET;temp:intralink-;e009;116;232Ta ¼ 17.9769þ 0.91715T0; (9)

EQ-TARGET;temp:intralink-;e010;116;189Ts ¼
fað1 − C −DÞ þ ½bð1 − C −DÞ þ CþD�Tb −DTag

C
; (10)

EQ-TARGET;temp:intralink-;e011;116;156C ¼ ετ; (11)

EQ-TARGET;temp:intralink-;e012;116;134D ¼ ð1 − τÞ½1þ ð1 − εÞτ�; (12)

where Ta is the mean atmospheric temperature, Ts is the LST, a ¼ −67.355351,
and b ¼ 0.458606.
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3.3 Mapping UHI and Non-UHI Inside a City Area

UHI and non-UHI zones were demarcated using the following methods:18,23

EQ-TARGET;temp:intralink-;e013;116;704LST > μþ 0.5 � σ; (13)

EQ-TARGET;temp:intralink-;e014;116;6610 < LST ≤ μþ 0.5 � σ; (14)

where μ and σ are the mean and standard deviation values of LST for the whole area of the city.

4 Results and Discussion

4.1 Variation in the Distribution of NDVI, NDWI, NDBI, and NMDI

The descriptive statistics (Table 3) were presented the reliable nature of NDVI, NDWI, NDBI,
and NMDI (Fig. 2) for the whole of Raipur City. The highest mean NDVI value (0.1468) was
found in the monsoon season. Premonsoon season reflected the minimum value (−0.1466) of
mean NDWI. The lowest mean value (−0.0569) of NDBI was observed in the postmonsoon
season. The highest (−0.2743) mean NMDI was found in premonsoon season and the lowest
(−0.2866) mean NMDI value was found in winter. In the winter season, all the four indices had
the least value of standard deviation.

Table 3 Descriptive statistics of NDVI, NDWI, NDBI, and NMDI for the whole of Raipur City in four
seasons.

Season Min Max Mean Standard deviation

NDVI values

Premonsoon (mean) −0.1082 0.4702 0.1428 0.0645

Monsoon (mean) −0.1089 0.4664 0.1468 0.0635

Postmonsoon (mean) −0.1025 0.4183 0.1392 0.0659

Winter (mean) −0.1265 0.4284 0.0954 0.0561

NDWI values

Premonsoon (mean) −0.4112 0.1514 −0.1426 0.0576

Monsoon (mean) −0.4102 0.1434 −0.1466 0.0564

Postmonsoon (mean) −0.3596 0.1371 −0.1192 0.0602

Winter (mean) −0.4006 0.1582 −0.0877 0.0398

NDBI values

Premonsoon (mean) −0.3195 0.1668 −0.0198 0.0474

Monsoon (mean) −0.3219 0.2373 −0.0158 0.0477

Postmonsoon (mean) −0.3153 0.1754 −0.0569 0.0426

Winter (mean) −0.3508 0.1857 −0.0199 0.0374

NMDI values

Premonsoon (mean) −0.4635 0.0773 −0.2743 0.0518

Monsoon (mean) −0.5483 0.0714 −0.2761 0.0511

Postmonsoon (mean) −0.5361 0.0602 −0.2385 0.0499

Winter (mean) −0.5946 0.0958 −0.2866 0.0398
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4.2 Variation of LST Distribution

The LST maps retrieved from satellite image were shown in Fig. 3. Seasonal variation in the LST
distribution showed a specific thermal pattern. The mean LST values in the premonsoon, mon-
soon, postmonsoon, and winter seasons were 34.40°C, 31.70°C, 25.22°C, and 24.71°C, respec-
tively. The ranges of temperature (maximum temperature–minimum temperature) were found as
12.71°C in premonsoon image, 10.20°C in monsoon image, 8.81°C in the postmonsoon image,
and 10.03°C in the winter image, respectively. For UHI zones of the study area, the highest
threshold LST (35.23°C) was observed in the premonsoon season. Postmonsoon season reflected
the least standard deviation value (1.06°C) of LST (Table 4). Basically, this type of LST variation
was noticed due to the change in vegetation abundance and soil moisture content. Monsoon and
postmonsoon seasons were characterized by healthy vegetation and wet soil.

4.3 LST Validation with Respect to MODIS Satellite Sensor

A validation of retrieved LST using Landsat 8 data with in situ measurement or with any other
satellite data is mandatory to conduct any kind of further analysis. Due to the unavailability of
in situ measurement, Moderate Resolution Imaging Spectroradiometer (MODIS) satellite data
were applied as a reference image for the validation of LST retrieved from Landsat 8 data. The
MODIS LST daily product is derived from bands 31 and 32 by the emissivity of land cover
types, atmospheric column water vapor, and lower boundary air surface temperature.63,64

Landsat and MODIS sensors could not provide images of the same study area for any par-
ticular date. Thus the acquisition dates of MODIS data were either one day before or one day
after the acquisition dates of Landsat 8 data. A total of eleven (three from the premonsoon sea-
son, two from the monsoon season, three from the postmonsoon season, and three from winter
season) MOD11A1 data were taken for the validation of estimated LST using Landsat 8 data.

Fig. 2 Seasonal variations of NDVI, NDWI, NDBI, and NMDI values in the whole of Raipur City:
(a) premonsoon, (b) monsoon, (c) postmonsoon, and (d) winter.
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No such atmospheric disturbances were noticed in the acquisition dates of the selected satellite
images for both the sensors. For MOD11A1 and Landsat 8 data, the spatial resolution of
retrieved LST was 1000 and 100 m, respectively. Therefore, before integrating the data,
1000-m pixel size was resampled into 100-m pixel size (Fig. 4). There was found a small differ-
ence between Landsat derived mean LST and the corresponding MODIS derived mean LST
values due to (a) 30 min intervals between the Landsat 8 and MODIS sensors (b) water
vapor content, and (c) scale effect in resampling method.63 Figure 4 compared four Landsat
8 data derived LST images with the four corresponding MODIS LST images for four different
seasons.

For the validation of the results, the pixel-wise regression analysis method was applied
between Landsat 8 retrieved LST values and the corresponding MODIS retrieved LST values.
Significant positive correlation coefficients (0.70 for the premonsoon, 0.75 for the monsoon,
0.69 for the postmonsoon, and 0.59 for winter) were found between Landsat 8 data derived
LST and MODIS data derived LST (Table 5). Hence, it can be said that the results were reliable
and consistent in spite of lacking some LST retrieval parameters.

Fig. 3 Seasonal variations in LST maps of Raipur City: (a) premonsoon, (b) monsoon, (c) post-
monsoon, and (d) winter.

Table 4 Seasonal variations in spatial distribution of LST (°C) for the whole of Raipur City.

Season
LST

(minimum)
LST

(maximum)
LST

(mean)
LST (standard

deviation)
Threshold LST

for UHI

Premonsoon (mean) 26.97 39.68 34.40 1.65 35.23

Monsoon (mean) 26.43 36.63 31.70 1.16 32.28

Postmonsoon (mean) 21.53 30.34 25.22 1.06 25.75

Winter (mean) 20.12 30.15 24.71 1.15 25.29
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Fig. 4 Retrieved LST from Landsat 8 data and MODIS data: (a) 02-Apr-2014 (Landsat 8), (b) 03-
Apr-2014 (MODIS), (c) 25-Sep-2014 (Landsat 8), (d) 24-Sep-2014 (MODIS), (e) 09-Nov-2013
(Landsat 8), (f) 08-Nov-2013 (MODIS), (g) 27-Dec-2013 (Landsat 8), and (h) 28-Dec-2013
(MODIS).

Table 5 Validation of LST retrieved from Landsat 8 data with MODIS data in different dates of
acquisition.

Landsat 8 data MODIS data Correlation coefficient

09-Nov-2013 08-Nov-2013 0.69

25-Nov-2013 26-Nov-2013 0.66

11-Dec-2013 12-Dec-2013 0.61

27-Dec-2013 28-Dec-2013 0.68

28-Jan-2014 27-Jan-2014 0.45

17-Mar-2014 18-Mar-2014 0.74

02-Apr-2014 03-Apr-2014 0.68

20-May-2014 21-May-2014 0.68

05-Jun-2014 04-Jun-2014 0.73

25-Sep-2014 24-Sep-2014 0.77

12-Nov-2014 13-Nov-2014 0.71

Premonsoon (mean) 0.70

Monsoon (mean) 0.75

Postmonsoon (mean) 0.69

Winter (mean) 0.59

Guha, Govil, and Diwan: Analytical study of seasonal variability in land surface. . .

Journal of Applied Remote Sensing 024518-9 Apr–Jun 2019 • Vol. 13(2)



4.4 UHI, Non-UHI, and Common UHI of the Study Area

The UHI intensity (difference between the mean LST of UHI and the mean LST of non-UHI) of
the study area was determined in Table 6. In premonsoon and winter seasons, the UHI zones
were mainly generated in the north, west, and south-east periphery (Fig. 5). But in monsoon and
postmonsoon seasons, the northern and central parts (the main built-up areas and bare lands of
the city) were considered as the UHI zones. The UHI intensity for the whole of Raipur City was
2.54°C, 1.87°C, 1.76°C, and 1.96°C in the premonsoon, monsoon, postmonsoon, and winter
seasons, respectively. The mean LST values of the common UHI of the city in all four seasons

Table 6 Seasonal variations in LST (°C) of UHI, non-UHI, and common UHI in Raipur City.

Season

LST (minimum) LST (maximum) LST (mean)
LST (standard

deviation)

UHI
Non-
UHI

Common
UHI UHI

Non-
UHI

Common
UHI UHI

Non-
UHI

Common
UHI UHI

Non-
UHI

Common
UHI

Premonsoon
(mean)

35.23 26.97 35.23 39.68 35.23 39.68 36.23 33.69 36.51 0.78 1.32 0.78

Monsoon
(mean)

32.28 26.43 32.28 36.63 32.28 36.63 33.07 31.20 33.57 0.76 0.83 0.81

Postmonsoon
(mean)

25.75 21.53 25.75 30.34 25.75 30.34 26.49 24.73 26.99 0.71 0.70 0.79

Winter
(mean)

25.29 20.12 25.29 30.15 25.29 30.15 26.17 24.21 26.45 0.76 0.78 0.78

Fig. 5 Seasonal variations in UHI and non-UHI of Raipur City: (a) premonsoon, (b) monsoon,
(c) postmonsoon, and (d) winter.
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were ranged between 26.45°C (winter image) and 36.51°C (premonsoon or summer image).
Regardless of any particular season, the common UHI zones were developed mainly in the
northwest portion (bare lands and built-up areas) of the city (Fig. 6).

4.5 Relationship of LST with NDVI, NDWI, NDBI, and NMDI for the Whole
Area, UHI, non-UHI, and Common UHI of Raipur City

Generally, LST built negative relationships with NDVI and NMDI, whereas it built positive
relationships with NDWI and NDBI. This particular pattern was seen in the whole of
Raipur City, irrespective of dates (Table 7). NDBI and NMDI equally built strong regression
with LST for four seasons. Their relationships became stronger in the premonsoon, monsoon,
and postmonsoon seasons compared to winter. NDVI and NDWI showed weak relationships
with LST compared to NDBI and NMDI. NDVI presented a slightly better relationship than
NDWI. Winter season was the least reliable season for the relationships between LST and
the four LULC indices. LST-NDWI relationship remained almost neutral in winter. This is
partially due to the presence of high amount of dust particles in the air in winter.

But these relationships tend to be changed within the UHI of the city where NDVI and NDWI
reflected a stronger regression with LST for all the four seasons (Table 7). Again, the scenario
became different within the non-UHI portions of the city where NDBI and NMDI presented
a stronger regression with LST compare to the other two spectral indices. In the common
UHI region, NDVI and NDWI had a much better regression with LST, but these relationships
became gradually weak with the increase of the heterogeneous surface features. Monsoon and
postmonsoon images revealed a better regression of LST with NDVI and NDWI due to the
higher percentage of water and vegetation.

In the UHI and common UHI, high LST values were found in such areas where NDVI values
were low but NDWI values were high. NDWI showed the strongest positive regression with
LST, whereas NDVI showed the strongest negative regression. The monsoon and postmonsoon
season revealed the most consistent relationship. In the non-UHI, the high LST values were

Fig. 6 Seasonal variations in common UHI of Raipur City: (a) premonsoon, (b) monsoon, (c) post-
monsoon, and (d) winter.
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corresponding to high NDBI and low NMDI values. Due to the presence of more moisture con-
tent in soil and air, the relationships between LST and these spectral indices became more con-
sistent in the monsoon and postmonsoon images. NDBI showed the strongest positive regression
with LST, whereas NMDI showed the strongest negative regression. The premonsoon season
reflected the most significant relationship.

The best regression between LST and the four spectral indices was found for the whole
of Raipur City, irrespective of any date. This relationship became weaker with the increase
in heterogeneity in an urban landscape. Common UHI of all seasons simply indicated the
built-up area and semibare lands, which were more heterogeneous. Thus the least regression
was found in the common UHI of the city area. UHI and non-UHI of the city reflected the
moderate range of the correlation coefficient values.

5 Conclusion

In this paper, eleven Landsat 8 data of four different seasons in a single-year span were selected
for analyzing the effect of UHI intensity in Raipur City of India and to interpret the seasonal
variations for the relationships of NDVI, NDWI, NDBI, and NMDI with LST. The above rela-
tionships were examined for the whole area, UHI, non-UHI, and common UHI of the Raipur
City. UHIs were identified through the spatial distribution of LST, which mainly existed in the
northern and southern parts of the city. Generally, high LST values were generated in the bare

Table 7 Correlation coefficients for LST-NDVI, LST-NDWI, LST-NDBI, and LST-NMDI
relationships.

Season LST-NDVI LST-NDWI LST-NDBI LST-NMDI

(Whole of Raipur City)

Premonsoon (mean) −0.4235 0.2937 0.6984 −0.6988

Monsoon (mean) −0.4978 0.4123 0.4528 −0.5291

Postmonsoon (mean) −0.5124 0.4272 0.6239 −0.6647

Winter (mean) −0.1748 0.0414 0.5676 −0.5509

(UHI of Raipur City)

Premonsoon (mean) −0.3298 0.2609 0.2883 −0.1622

Monsoon (mean) −0.4998 0.5755 −0.0850 −0.0876

Postmonsoon (mean) −0.4866 0.5144 0.0905 −0.2367

Winter (mean) −0.3104 0.2572 0.2213 −0.3657

(Non-UHI of Raipur City)

Premonsoon (mean) −0.2834 0.1234 0.6877 −0.6553

Monsoon (mean) −0.2608 0.0859 0.5437 −0.5509

Postmonsoon (mean) −0.2032 0.0822 0.5827 −0.5637

Winter (mean) 0.0141 −0.1633 0.5497 −0.4782

(Common UHI of Raipur City)

Premonsoon (mean) −0.3591 0.3267 0.1759 −0.2477

Monsoon (mean) −0.5170 0.5908 −0.1992 0.0183

Postmonsoon (mean) −0.5607 0.5452 0.1579 −0.3367

Winter (mean) −0.3314 0.2726 0.0696 −0.1892
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land and built-up area. LST level was reduced significantly in the vegetal covered areas and
water bodies.

Moreover, the relationships of LST to NDVI, NDWI, NDBI, and NMDI were analyzed using
linear regression per-pixel level. In whole Raipur City, LST showed a strong positive regression
with NDBI and a moderate to strong negative regression with NMDI, irrespective of any season.
Inside the UHI, NDVI and NDWI showed a stronger regression (NDVI-negative and NDWI-
positive) with LST in comparison with the other indices. Conversely, inside the non-UHI zone,
NDBI and NMDI presented a stronger regression (NDBI-positive and NMDI-negative). Again,
NDVI-LST and NDWI-LST regression became stronger within the common UHI in all seasons.

Another objective of the research was to estimate the variations in the regression analysis for
the satellite images of four different seasons. Monsoon and postmonsoon seasons were more
prominent in showing the regression between LST and spectral indices due to the higher per-
centage of healthy green vegetation and soil moisture. The premonsoon season was less dom-
inant compared to the monsoon and postmonsoon seasons while this regression became weakest
in the winter image.
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Advancement of an environment-friendly, trustworthy, and speedy route for the generation 

of Ag-NP using natural system is an essential urge in nanotechnology. This study accounts 

for the efficacy of liquid extract of Adiantum lunulatum Burm. f. for the synthesis of Ag-

NP. This is the first attempt of introducing the biosynthesis mechanism of Ag-NP using 

the extract of this plant along with the antimicrobial evaluation of the Ag-NP. All the 

detailed features of the fabricated nanoparticles were well documented by UV-Vis, DLS, 

Zeta Potential, FTIR, EDX, XRD, and TEM. The mean diameter of Ag-NP was about 

28±2 nm. Antibacterial proficiency of Ag-NP was also determined against various gram 

natured pathogenic bacteria.  
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1. Introduction 
 

Nanotechnology is an imperative tool for the expansion of science in the present era. It is 

the competence to produce and design structure at nano-metric range [1] and a stimulus for the 

expansion of several other fields like physiochemical [2], optical [3], electrical [4], sensing [5], 

catalysis [6], photochemical [7], etc. due their exclusive feature of sizeable surface area to volume 

ratio. 

Silver is one of the safe inorganic elements which is projected as “next-gen” antimicrobial 

agent [8]. As consequences metallic silver made an incredible response in the form of Ag-NP. This 

has unfolded novel strategies to use metallic silver. Ag-NP has extensive angles of application 

concerning bio-labeling [9], [10], antibiotics [11], antibacterial [12], [13], antifouling & anti-

parasitic [14] properties, drug delivery mechanisms [15] etc. They are also highly effectual in 

triggering of inflammation & apoptosis than bulk silver material. It also acts as a catalyst for the 

reduction of dye like methylene blue [16], enhances radiation therapy [17], used in ESR dosimetry 

[18], glyconano sensors for diseases diagnosis [19]. But still, there are many lacunas regarding the 

appliance of Ag-NP on the evaluation of the risk of human health and environment and human 

health [20]. 

Various protocols are known to date for developing metallic nanoparticles. They are 

mainly parted into two approaches- (i) top-down and (ii) bottom up [21]. The former one defines 

to be a reduction in the size of bulk material by means of mechanical methods, and later one is a 
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process of assembling smaller particle into a larger entity. Production of nanoparticles by chemical 

means is one such example [22]. However, the nanoparticles synthesized via chemical means are 

hazardous as for the utilization of various toxic and corrosive chemicals during the production 

process [23]. Moreover, the process is not so cost-effective [11]. Therefore, an urge to develop an 

eco-friendly and a non-hazardous route to manufacture nanoparticles which can meet both cost & 

energy demands [24] has become an urgent need. 

Consequently, the biological performances are considered as an alternative and 

advancement over former approaches as it involves natural compounds such as sugars, 

biodegradable polymers, plants extracts [3], [25]–[28]. Metallic nanoparticles manufactured by 

fungi [11], [29], [30], bacteria [31], algae [27] and plants [26], [32] are well known. Furthermore, 

the rate of plant synthesized nanoparticles is much faster [26], [32], stable [24] and are highly 

mono-dispersive [33] in relation to supplementary biological methods.   

Among cryptograms, the use of algae [24] & bryophytes [34] to fabricate nanoparticles are 

quite popular. Unlike that of pteridophytes (fern & fern allies) for forging of nanoparticles are less 

investigated. Till date only few of the pteridophytes like Adiantum capillus-veneris [35], Adiantum 

caudatum [36], Adiantum philippense [37], [38], Azolla microphylla [39], [40], Pteris tripartita 

[41], Asplenium scolopendrium [42], Actinopteris radiata [43], Christella dentata, Cyclosorus 

interruptus, Nephrolepis cordifolia [44] have been used so far.   

Adiantum lunulatum Burm. f. is recognized for it's antioxidant [45], antimicrobial [46] & 

medicinal properties like anti-hyperglycemic action [47] against influenza and tuberculosis [48]. 

The plant is enriched with carbohydrates, terpenoids, phenols, and flavonoids [45], [49], [50]. 

These versatile features of this plant made it our choice in the first place to fulfill our goals. Thus, 

this current study was designed with an intention of synthesis of Ag-NP by a greener route by 

using the fern Adiantum lunulatum and assessment of the antibacterial nature of these Ag-NP 

against various pathogenic microorganisms.  

 

 

2. Experimental 
 
2.1. Chemicals  

The chemical silver nitrate (AgNO3) was procured from Sigma, St. Louis, MO, USA. 

 

2.2. Plant material 

The plant was collected from different areas of West Bengal like Kalyani (22.9751° N, 

88.4345° E) of the district Nadia, West Bengal, Kalingpong district (27.066668° N, 88.466667° E) 

and Rajpur-Sonarpur Municipality area (22.4491° N, 88.3915° E) of the district South 24 

Parganas, West Bengal, India. The respective plant specimen was self-identified and binomially 

jointly by Pteridology & Paleobotany Lab, Department of Botany, University of Kalyani, Kalyani, 

Nadia, West Bengal, India, Pin-741235 and Department of Botany, Dinabandhu Andrews College, 

Garia, Kolkata, West Bengal, India, Pin-700084. Voucher specimens were made from the 

collected specimen and further deposited both at the Herbarium of the Botany Department, 

University of Kalyani as well as Herbarium of the Botany Department, Dinabandhu Andrews 

College. 

 

2.3. Preparation of plant extract 

At first, the whole plant was washed entirely by tap water and distilled water respectively. 

The superficial water was dried from the plant body by proper desiccation. Then, 5 gm of that 

desiccated plant material was crushed in mortar & pestle into a paste. After that hundred ml of 

distilled water was mixed to that paste [37]. Filtration of the crude solution was done thrice by 

Whatman filter paper no.1. Finally, the filtrate was collected all together for future reference. 

 

2.4. Synthesis of Ag-NP 

Hundred ml of 1mM AgNO3 solution was mixed to the liquid extract (1:5v/v) and stirred 

constantly for 1 hour [11], [13].  Both, positive (plant extract) and negative control (AgNO3 

solution only) were conserved under similar environments. 
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Centrifugation was followed to separate out the Ag-NP (at 12000 g for 15 min), and the 

settled nanoparticles were washed (three times) in deionized water. The purified Ag-NP were re-

suspended in deionized water and ultra-sonicated by Piezo-u-sonic ultrasonic cleaner (Pus-60w) 

and kept at normal room temperature (37°C) [30]. 

 

2.5. UV–Vis absorption spectroscopy analysis 

Adiantum lunulatum mediated biosynthesized nanoparticles had been observed under 

Hitachi 330 Spectrophotometer with plasmon peaks at varied regions of the spectral range 300 to 

700 nm which resembled different signature marks for the production of different nanoparticles 

respectively [51], [52]. Deionized water was selected for reference. 

 

2.6. Particle size measurement by DLS experiment 

Particle size was found out by using Zen 1600 Malvern nanosize particle analyzer ranging 

between 0.6 nm and 6.0 μm under such conditions particle having an absorption coefficient of 

0.01, particle refractive index 1.590, water refractive index 1.33, viscosity –cP, Temperature-25°C 

and a broad calculation model for irregular particles. About 10−15 measurement cycles of 10 s 

each was taken in account. The acquired data were averaged by the preloaded software (DTS, 

version 5.00 from Malvern) of the respective instrument [53].   

 

2.7. Zeta potential measurement 

Using Beckman Coulter DelsaTM Nano Particle Analyser (USA) zeta potential (Charge 

distribution) of the nanoparticles was investigated by revealing the solution with He–Ne laser in a 

sample cell (658 nm). Using Phase Analysis Light Scattering mode measurements were taken with 

an Ag electrode [54]. 

 

2.8. EDS analysis 

A small amount of sample was taken in glass slide creating a reedy layer of the sample. 

An additional sample was blotted off and then the sample was permitted to dry for overnight [55]. 

Hitachi S 3400N instrument was the automatic choice for us to carry out the analysis of the 

samples. The spectra were recorded for future analysis. 

 

2.9. XRD- measurement 

The crystallinity of forged Ag-NP was confirmed and determined by XRD analysis. The 

XRD sample was all set on a microscopic glass slide by depositing the centrifuged sample and 

thereafter dried at 45ºC in a vacuum drying oven overnight. The vacuum dried Ag-NP were then 

used for powder X-ray diffraction analysis.   

The diffractogram was documented from PANalytical, XPERTPRO diffractometer using 

Cuk (Cu Kα radiation, λ 1.54443) as X-ray source running at 45 kV and 30 mA [56]. The 

diffracted intensities were noted from 35° to 99° 2θ angles [53], [57], [58]. 

 

2.10. FTIR analysis 

The vacuum dried inorganic metal nanoparticles were mixed up individually with KBr, 

alkali halide at a ratio of 1:100 (weight/weight). The two materials were then grounded to a fine 

powder in a mortar and pestle separately. Then the mixture was converted into a pellet press 

consisting of two pistons in a smooth cylindrical chamber. The pressure of up to 25000 psi was 

then applied for different measures of time in a vacuum. After that, the pistons were removed and 

the clear pellet was placed in a holder of the spectrophotometer. Since the KBr did not absorb 

infrared radiation in the region 4,000 and 400 cm
-1

 a complete spectrum of the solid was obtained 

[59]. The spectra were viewed by Shimadzu 8400S FTIR spectrophotometer. The spectral domain 

was set down in between four thousand and four hundred cm
-1 

[56]. 

 

2.11. TEM inspection of nanoparticles 

Morphological and topographical characterization of the nanoparticles had been well 

established by the TEM studies [21]. On a carbon-coated copper grid thin films of the synthesized 

Ag-NP were prepared (30 μm × 30 μm mesh size) and a droplet of the Ag-NP suspension was 



482 

 

spotted on the grid.  With the help of blotting paper, the excess sample was blotted off and then it 

was kept for drying off under a mercury lamp for five minutes. The synthesized particles were 

examined and visualized by TEM using a Tecnai G2 spirit Biotwin instrument (FP 5018/40), 

operating at around 80 kV accelerating voltage [60]. 

 

2.12. Estimation of antibacterial potentiality  

Bacillus subtilis MTCC Code 736, Listeria monocytogenes MTCC Code 657, 

Staphylococcus aureus MTCC Code 96, Escherichia coli MTCC Code 68, Klebsiella pneumoniae 

MTCC Code 109 and Salmonella typhimurium MTCC Code 98 were obtained from MTCC, 

Institute of Microbial Technology, Chandigarh, India. Antibacterial nature was estimated by 

determining minimum inhibitory concentration (MIC) values according to the microdilution 

method [61], [62]. The six investigating bacteria were freshly cultured and 1×10
5
 CFU/ml 

concentrated dilutions were constructed separately. Reactions were performed in ninety-six well 

plate consisting of 200 μl of NB, 20 μl of inoculum and different dilutions of polymers. Following 

incubation for one day at 37°C, 40 μl of INT dye (0.2 milligrams/milliliter) was mixed and 

incubated for the next round of thirty min. The concentration that inhibited 50% progression of 

bacteria growth as compared with positive control was calculated as MIC value. Streptomycin was 

cast-off as a standard drug. 

 

 

3. Results and discussion 
 
3.1. Characterization and identification of the plant specimen 

The plant is rhizomatous, sub-erect to erect in posture, Entire body appears to be shiny and 

glabrous. Plant body ranges between 9–18 inches and are non-articulate (Fig. 1A). The mature 

stem appears to be brownish to dark in colour. Lamina is simply pinnate, lanceolate. Pinnae is 

finely leathery which is deep green or pale in colour, glabrous above and below, up to 10 pairs, 

stalked, alternate, fan-shaped (Fig. 1C) [63]–[65]. Venation pattern of the pinnae is dichotomous 

(Fig. 1D)[63]. Sporophylls are not grouped in strobili, whereas sporangia are enclosed in 

sporocarps. Sori is not dorsal and have false indusium, sporangia formed in definite groups [66]. 

T.S of the stem shows sclerenchymatous ground tissue and are 3–4 layered followed by 

parenchymatous cells. The xylem appears to be V-shaped with two arms that are turned inwards 

(Fig. 1B). Xylems are also both exarch and diarch [63], [67], [68]. The outer wall of spore appears 

to be rugulate under SEM which is an enlisted characteristic of the species [69] (Fig. E-G). Hence, 

the observation made from the above evidence identifies the specimen to be Adiantum lunulatum 

Burm.f. (A. Philippense Linn.) of the family Pteridaceae. 

 

 

Fig. 1. (A) Digital photograph of the sporophyte of Adiantum lunulatum Burm. f. used in the biosynthesis of 

Ag-NP, (B) Transverse Section of the stem of Adiantum lunulatum, (C) Photograph of the Herbarium 

Specimen of Adiantum lunulatum Burm. f., (D) Venation pattern of the leaf of Adiantum lunulatum, (E–G) 

Scanning Electron Microscopic images of the spores of Adiantum lunulatum. 
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3.2. Production and characterization of Ag-NP 

Ag-NP exhibits dark brown colour in liquid solution due to excitation of SPR in Ag-NP. 

Reduction of the Ag ions to Ag-NP at the time of contact to the liquid extract of Adiantum 

lunulatum could be followed by colour change. The liquid extract mediated synthesis of Ag-NP 

was validated by visually monitoring three flasks containing the AgNO3 solution, a liquid extract 

of Adiantum lunulatum and the reaction mixture of the liquid plant extract with AgNO3 solution 

respectively. An instantaneous and immediate turn over in the colour of the reaction mixture from 

colourless solution to brown colour signified the formation of Ag-NP (Fig. 2B) [70], whereas the 

liquid plant extract (Fig. 2A) and the AgNO3 solution (Fig. 2C) were observed to retain their 

original colour. The colour of the control samples showed no change with cumulative incubation 

time. The appearance of a prominent brown colour designated the occurrence of the reaction and 

the development of the Ag-NP [53]. 

 

 
 

Fig. 2. Three flasks containing (A) only the liquid plant extract, (B) reaction mixture of liquid  

plant extract and AgNO3 solution and (C) Only AgNO3 solution, respectively. 

 

 
3.3. UV–Visible spectroscopic analysis of Ag-NP 

The evolution of silver from Ag
+
 ions to Ag

0
 state was categorized for spectral analysis. A 

broad and strong SPR band of the reaction solution was obtained in the visible spectrum at 420 

nm, which was specific for Ag-NP (Fig. 3). Furthermore, this spectral analysis advocated that the 

Ag-NP were not in aggregated form. They scattered very well in the suspension [43], [53].  

 

 
 

Fig. 3. UV–VIS spectrum of the synthesized silver nanoparticles. 

 

3.4. Particle size measurement of Ag-NP 

The DLS measurement was performed to get the knowledge of the size of the Ag-NP. 

Laser diffraction had shown that particle size found in the between 30–98 nm range (Fig. 4) The 

average diameter of these AgNO3 nanoparticles was calculated to be 65±2 nm [71].  
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Fig. 4. The particle size distribution of bioreduced silver nanoparticles. 

 

 

3.5. Zeta potential of Ag-NP 

As displayed in Fig. 5, the zeta potential obtained from the Ag-NP showed a surface 

charge with a value of –84.11 mv [72]. The particles repel each other in suspension either having a 

negative or a positive zeta potential and also there shall be a very less tendency for the particles to 

come along. The slightly negative charge on the nanoparticles was probably resulting in the high 

stability of the Ag-NP without forming any aggregates when kept for an extended episode of time 

of more than a month [73]. Even the samples were retained their characteristic nature for more 

than a year (data not shown).  

 

 
 

Fig. 5. Zeta potential of the biosynthesized silver nanoparticles. 

 

 
3.6. EDX observation of Ag-NP 

Fig. 6 illustrates the spot-profile mode of the EDX spectrum recorded from one of the 

densely-populated Ag-NP areas. In EDX spectra of Ag-NP, a sharp wide peak was detected in 

between 3–4 keV spectral region. The peak around 3–4 keV spectral region associated with the 

binding energies of silver [74]. The incident of that sturdy signal from Ag atoms (87.76%) 

itemized that the nanoparticles were solely made by silver. Therefore, EDX spectra of the Ag-NP 

established the presence of silver in the nanoparticles without any impurity of peaks [34]. 

However, there were other peaks of EDX for Cl and P, signifying that they were mixed 

precipitates from the plant extracts. 
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Fig. 6. EDX spectrum of silver nanoparticles. 

 

 

3.7. Analyses of the crystallinity of Ag-NP by XRD 

XRD measurement often proves to be a useful analytical gizmo for the identification of 

the crystalline nature of the newly formed compounds and their respective phases. XRD patterns 

of the dried Ag-NP revealed the subsistence of sharp diffraction lines at low angles (2° to 99°). 

The Ag-NP pointed out four sharp peaks of Ag at 2θ = 38°, 44°, 64° and 78° that could be indexed 

to the (111), (200), (220) and (311) facets of Ag, respectively (JCPDS card file no. 04-0783) [Fig. 

7] [75]–[79]. Thus, the XRD-spectrum measurement, answered in four strong peaks agreed to the 

Bragg’s reflection of silver nanocrystals, finalized the crystalline nature of the Ag-NP [80]. The 

unambiguous background noise was undoubtedly due to the shell of protein around the 

nanoparticles [56].  

 

 
 

Fig. 7.XRD pattern of silver nanoparticles. 

 

3.8. FTIR analysis of Ag-NP  

FTIR absorption spectra of biosynthesized vacuum-dried Ag-NP have presented in Fig. 8. 

The spectra exhibited an extensive and strong absorption band corresponding to the O–H 

stretching vibration at around ⁓3,066 cm
-1

. Symmetric and anti-symmetric modes of C–H 

stretching vibration were observed in the spectral region around ⁓2,889 cm
-1

 and ⁓2,820 cm
-1 

respectively [81]–[83]. Taraschewski et al. [84] reported earlier that the peak at around ⁓2,360 

cm
-1 

was observed due to CO2 vibration that might not be necessarily from the sample. Peaks at 

around ⁓1,567, ⁓1,380, and ⁓1,070 cm
-1 

were attributed to C=C stretching, –NH2 symmetric 

stretch, and CO vibrations, respectively [34], [82], [85]–[87]. The band at around ⁓1,567 cm
-1

, 

which commensurate to bending vibration movements in amides II, was earlier reported during the 

synthesis of Ag-NP [34]. The bands are visible in between the range of 500 to 750 cm
-1 

which 

confirmed the presence of R-CH group which might come from the liquid plant extract [88]. From 

this result, it could be stated that the soluble polypeptides present in the liquid plant extract may 

have acted as a capping agent to prevent the aggregation of Ag-NP in solution, and thus playing a 
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relevant role in their extracellular synthesis and shaping of the quasi-spherical Ag-NP [11], [30], 

[89]. 

 

 
 

Fig. 8. FTIR absorption spectra of biosynthesized Ag-NP. 

 

 
3.9. TEM of Ag-NP  

TEM image, shown in Fig. 9, recorded dissimilar dimensions of Ag-NP which arose from 

the bio-reduction of the silver solution by liquid plant extract at room temperature (30ºC). The 

particles were found to be hexagonal, quasi-spherical as well as monodisperse in nature (Fig. 9 A-

C) [11]. The measured diameter of these Ag-NP was in the domain of about 10–60 nm [90]. The 

average diameter of these Ag-NP was calculated to be 28±2 nm. The SAED pattern showed bright 

circular spots which further confirmed the single crystalline property of the Ag-NP (Figure 8D) 

[71]. It was thought-provoking to note that most of the Ag-NP in the TEM images were not in 

physical contact but were separated by a fairly undeviating inter-particle distance. Due to the 

developmental course of the sample preparation, the observed diameter of the Ag-NP during TEM 

analysis was quite unlike from that of the results obtained from DLS measurement as because Ag-

NP were in a dry state in TEM whereas in the hydrated state in DLS experiment [91]. 

 

   
 

   
 

Fig. 9. (A–C) TEM images of Ag-NP (D) Selected area electron diffraction (SAED) 

 patterns of crystalline Ag-NP. 
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3.10. Analysis of the effect of synthesized Ag-NP on some pathogenic bacteria 

The biosynthesized Ag-NP was studied in 96 well plates for determining its antibacterial 

activity against both Gram-positive and Gram-negative bacteria. As presented in Table 1, the 

growth of all experimental strains was found to be subdued by the treatment of the Ag-NP as 

compared to Gram-negative control. In the case of Listeria monocytogenes, a Gram-positive 

bacterium, introduction of 25 μg/ml of Ag-NP caused 72.64±4.58% of reduction of bacterial 

density. Interestingly, growth of all examined Gram-negative bacteria were also noticed to be 

affected in the presence of a similar dose of the nanomaterials. Treatment of 25 μg/milliliter of 

synthesized Ag-NP showed maximum inhibition 48.45±2.87 and 88.7±5.62% with reference to S. 

typhimurium and E. coli respectively. These findings recommended strong antibacterial 

potentiality of synthesized Ag-nano. 
 

Table 1. Antibacterial activity of synthesized silver nanoparticles as determined by the minimum  

inhibitory concentration value (µg/ml) (mean ± standard deviation; n = 3). 

 

 

Type of bacteria Name of bacteria Nanoparticles Streptomycin  

Gram positive Listeria monocytogenes 17.55 ± 3.57 4.68 ± 0.17 

Staphylococcus aureus 17.85 ± 1.71 6.29 ± 0.16 

Bacillus subtilis 105.41 ± 14.23 5.61 ± 0.01 

Gram negative Escherichia coli 12.36 ± 2.68 5.41 ± 0.11 

Salmonella typhimurium 28.77 ± 1.47 5.09 ± 0.03 

Klebsiella pneumoniae 17.84 ± 0.58 5.29 ± 0.14 

 
 

4. Conclusions 
 

The current work described biosynthesis of stable Ag-NP using liquid plant extract of 

Adiantum lunulatum. The production of biosynthesized nanomaterial was established by UV-Vis, 

DLS, EDX, XRD, FTIR and TEM analysis. The green synthesized Ag-NP presented strong 

antibacterial potentiality against pathogenic Gram-positive (Listeria monocytogenes, 

Staphylococcus aureus, and Bacillus subtilis) and Gram-negative (Escherichia coli, Salmonella 

typhimurium and Klebsiella pneumoniae) bacteria. Thus, the green synthesis of antimicrobial Ag-

NP using liquid plant extract was an environment-friendly method as compared to the 

conventional physical and chemical synthesis techniques. 
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Host- as well as parasite-specific factors are equally crucial in allowing either the

Leishmania parasites to dominate, or host macrophages to resist infection. To identify

such factors, we infected murine peritoneal macrophages with either the virulent (vAG83)

or the non-virulent (nvAG83) parasites of L. donovani. Then, through dual RNA-seq, we

simultaneously elucidated the transcriptomic changes occurring both in the host and

the parasites. Through Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway

analysis of the differentially expressed (DE) genes, we showed that the vAG83-infected

macrophages exhibit biased anti-inflammatory responses compared to themacrophages

infected with the nvAG83. Moreover, the vAG83-infected macrophages displayed

suppression of many important cellular processes, including protein synthesis. Further,

through protein-protein interaction study, we showed significant downregulation in the

expression of many hubs and hub-bottleneck genes in macrophages infected with

vAG83 as compared to nvAG83. Cell signaling study showed that these two parasites

activated the MAPK and PI3K-AKT signaling pathways differentially in the host cells.

Through gene ontology analyses of the parasite-specific genes, we discovered that

the genes for virulent factors and parasite survival were significantly upregulated in

the intracellular amastigotes of vAG83. In contrast, genes involved in the immune

stimulations, and those involved in negative regulation of the cell cycle and transcriptional

regulation, were upregulated in the nvAG83. Collectively, these results depicted a

differential regulation in the host and the parasite-specific molecules during in vitro

persistence and clearance of the parasites.

Keywords: transcriptome, RNA seq, macrophage, signaling/signaling pathways, Leishmania donovani

INTRODUCTION

Macrophages are known to have microbicidal functions and are considered as the sentinels of the
immune system (Franken et al., 2016). However, their interaction with pathogens (of high and
low virulence) varies significantly. Virulent pathogens avert the antimicrobial functions of the
macrophages to survive and persist, while the less virulent ones are unable to exhibit the same
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and thus get eliminated (Chakrabarty et al., 1996; Olivier
et al., 2005). During this host-pathogen interaction, global
changes in the gene expression pattern occur, both in the
host (macrophages) as well as the infecting pathogens. If we
could identify those genes, they could serve as tools to develop
potent antimicrobial interventions. In this study, we attempted
to identify the host as well as the parasite-specific genes, which
were modulated when the host macrophages interacted with the
virulent and the non-virulent L. donovani parasites (vAG83 and
nvAG83, respectively) (Sinha et al., 2018). To obtain nvAG83
parasites, we first cultured the vAG83 for several passages
in medium, and then performed genomic and transcriptomic
studies on both the early passaged vAG83 and the late passaged
nvAG83 parasites (Sinha et al., 2018). With these two parasites,
we infected the non-elicited murine peritoneal macrophages
(Ghosn et al., 2010), and measured the transcriptome of both
the host as well and the infecting parasites with high-throughput
deep sequencing (RNA-Seq) technology. RNA-Seq ensures a
highly sensitive technique with high accuracy and provides a far
more precise measurement of the level of transcripts than most
other methods (Wang et al., 2009).

Numerous other studies have elucidated the host cell gene
expression in response to Leishmania infection using microarray
analysis (Probst et al., 2012; Ovalle-Bracho et al., 2015). One such
study compared the gene expression in macrophages infected by
two different Leishmania parasites (L. donovani and L. major)
(Gregory et al., 2008). Another study compared the effect of
a single strain of the Leishmania parasite (L. amazonensis)
on the gene expression of two different macrophages that
were isolated from the peritoneal cavity of C57BL/6 and CBA
mice (Probst et al., 2012). Reports on the gene expression
study, in the context of both the host as well as the
infecting Leishmania parasites, are limited. There is a study
using serial analysis of gene expression (SAGE), which has
simultaneously analyzed gene expression patterns in human
macrophages and the infecting L. major parasites (Guerfali
et al., 2008). However, due to the limitations associated with
this tag-based sequencing technique, it is difficult to achieve a
comprehensive gene expression profiling (transcriptome) of both
the interacting subjects in question (the host and the parasites).
However, with the newly-developed RNA-Seq technology, these
limitations have been overcome quite convincingly (Wang et al.,
2009). Recently, with RNA-Seq, simultaneous transcriptional
profiling of L. major and its host macrophages was done to
understand how virulent parasites could evade host responses
in order to survive in the mammalian environment (Dillon
et al., 2015). These studies, however, did not address changes
in gene expression, when the host cells kill non-virulent
parasites.

Simultaneous gene expression studies in macrophages
infected with L. donovani parasites have not been done so far.
Moreover, though the gene expression analysis in macrophages
infected with vAG83 (a virulent strain) has been reported
through microarray analysis (Buates and Matlashewski,
2001), such studies in macrophages infected with nvAG83
(a non-virulent strain) have also not been evaluated so far.
Therefore, the focus of our study was to unravel host as well as

parasite-specific genes that were modulated when vAG83 persists
and nvAG83 gets eliminated in the host macrophages.

Through KEGG pathway and gene ontology analyses, we
discovered a significant difference in the host responses evoked
by the vAG83 and the nvAG83 parasites. It was found that
vAG83 induces an immunosuppressive condition, whereas
nvAG83 induced an immune-stimulatory environment within
the host cells. In these two parasite-infected macrophages,
we also found that the protein-protein interactome was
altered differentially. While vAG83 downregulated, nvAG83
upregulated the expression of many hub and hub-bottleneck
genes in the host macrophages. Further, the mitogen-activated
protein kinase (MAPK) and Phosphatidylinositol 3-kinase
(PI3K) signaling pathways were also modulated differentially.
It was noted that vAG83 induced higher activation of ERK1/2
and AKT (ser437) in the host macrophages as compared
to nvAG83. Conversely, nvAG83 induced higher activation
of P38 in the host macrophages as compared to vAG83. A
differential gene expression pattern was also observed in the
two infecting parasites. Gene expression analyses showed that
the genes related to virulence and survival were significantly
overexpressed in vAG83 as compared to nvAG83. In contrast,
the immunostimulatory genes and negative regulators of cell
survival machinery were significantly overexpressed in nvAG83
as compared to vAG83. Thus, this work provided valuable
insights into how the host responses could become modulated
upon infection with a virulent and a non-virulent AG83 parasite.
Moreover, it also provides good insights into the responses
generated in these two infecting parasites. Overall, this study
deciphered various important factors of the host as well as
the parasites, which are significantly associated with either the
parasite’s survival or clearance in the host macrophages.

MATERIALS AND METHODS

Animals and Parasites
BALB/c mice, bred in the animal house facility of the Indian
Institute of Chemical Biology (Calcutta, India), were used for the
experiments. L. donovani strain AG83 (MHOM/IN/1983/AG83),
originally isolated from an Indian kala azar patient, was
maintained by serial passage in 4- to 6-week-old Syrian
golden hamsters (Mesocricetus auratus) reared in a pathogen-
free animal care facility of the Indian Institute of Chemical
Biology. Animal monitoring was done as per the Animal Ethics
Committee approved protocol. Animals were not sedated for
any procedures. The animals were euthanized for isolating
L. donovani amastigotes periodically as per the approved animal
ethics of our institute (147/1999/CPSCEA). These amastigotes
were then transformed into promastigotes in Schneiders’s
medium supplemented with 20% heat-inactivated FCS and
penicillin G (100 U/ml) and streptomycin sulfate (100µg/ml),
and then the culture was maintained in M199 supplemented
with 10% FCS, 2mM glutamine, penicillin G (100 U/ml) and
streptomycin sulfate (100µg/ml) at 22◦C by weekly passaging
up to the 25th passage. The early passaged parasites (2nd)
were considered as virulent and the late passaged (25th) were
considered as non-virulent based on infection study.
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Preparation of Peritoneal Macrophages
and Infection
BALB/c mice, bred in the animal house facility of the Indian
Institute of Chemical Biology (Calcutta, India), 8–10 weeks old
were used for the experiments. By cervical dislocation mice were
sacrificed. Their peritoneal macrophages were then collected
by infusing the peritoneal cavity with ice-cold sterile RPMI
supplemented with 3% FCS. Cells (1× 106) were then dispensed
into 6-well plates and allowed to adhere overnight at 37◦C in
5% CO2. Non-adherent cells were washed off, and wells were
replenished with RPMI 1640 containing 10% FCS. Cells were
infected at a parasite-to-macrophage ratio of 10:1 for 3 h at
37◦C in a humidified atmosphere of 5% CO2, after which non-
ingested promastigotes were washed off with warm RPMI and
incubated for the indicated time point. The cells were then lysed
in trizol for RNA isolation. RNA samples from two independent
experiments were pooled together for poly (A)-enriched cDNA
preparation.

In vitro Infection
For in vitro infection, 2 × 105 peritoneal macrophages were
cultured on cover slips and incubated overnight. The next day
coverslips were washed with warm RPMI medium to remove
the unattached cells and then infected at a 1:10 ratio with
the parasites. After 3 h of incubation, the uningested parasites
were removed by washing three times with the RPMI medium.
The infected cells were then incubated for various time points
post-infection. The coverslips were then washed twice with PBS
and air-dried. After methanol fixation, the cells were Giemsa-
stained and the number of amastigotes in 100 macrophage
cells was counted under a light microscope using oil emersion
lenses.

Infection to Animals and Determination of
Splenic and Hepatic Parasite Burden
BALB/c mice (4–5 weeks) were infected by injecting 2 × 107

stationary phase promastigotes as described above. Mice were
sacrificed at 12 weeks post-infection for determination of parasite
burden.

Leishman-Donovan Units (LDU)
Spleen and liver were removed at specified times, and multiple
impression smears were prepared and stained with Giemsa
(Banerjee et al., 2008). Organ parasite burdens, expressed as LDU,
were calculated as the number of parasites per 1,000 nucleated
cells× organ weight (in mg).

Limiting Dilution Assay (LDA)
To further evaluate whether the spleen and liver contained
live parasites, the parasite burden was quantified in these
tissues by serial dilution assay (Banerjee et al., 2008). Briefly,
a weighed piece of spleen or liver from experimental mice
was first homogenized in Schneider’s medium supplemented
with 10% FCS, and then diluted with the same medium to a
final concentration of 1 mg/ml. Five-fold serial dilutions of the
homogenized tissue suspensions were then plated in 96-well
plates and incubated at 22◦C for 21 days. Wells were examined

for viable and motile promastigotes at 7-day intervals, and the
reciprocal of the highest dilution that was positive for parasites
was considered to be the parasite concentration per mg of tissue.
The total organ parasite burden was calculated using the weight
of the respective organs.

RNA Isolation and cDNA Library
Preparation
Total RNA was isolated using the Trizol R© reagent (Invitrogen,
CA), treated with DNase and purified using the Qiagen RNeasy
mini kit. Quality checks of the RNA samples were performedwith
Qubit (picogreen) to assess sample concentration. Subsequent
steps were followed according to the protocols prescribed by
Illumina (Cat# RS-930-1001). Poly (A)-enriched cDNA library
preparation involved purifying the poly-A-containing mRNA
molecules from total RNA using oligo-dT-attached magnetic
beads. Following purification, the mRNA is fragmented into
small pieces using divalent cations under elevated temperature.
The cleaved RNA fragments are copied into first-strand cDNA
using reverse transcriptase and random primers. Second-
strand cDNA synthesis followed, using DNA PolymeraseI
and RNase H. The cDNA fragments then went through
an end repair process, the addition of a single “A” base,
and then ligation of the adapters. The products were then
purified and enriched with PCR to create the final cDNA
library.

Sequencing
Sequencing of both QC passed libraries was performed on
the Illumina HiSeq2500 system. The HiSeq 2500 system is a
powerful and efficient ultra-high-throughput sequencing system
that supports the broadest range of applications and study sizes
(Reuter et al., 2015). Unrivaled data quality using Illumina’s
proven SBS Chemistry (Ambardar et al., 2016) have made the
HiSeq2500 the instrument of choice for Molecular Biologists
(Table 1).

RNA-Seq Data Generation, Pre-processing
and Quality Trimming
The next-generation sequencing run for whole transcriptome
sequencing was performed using the paired-end (PE) 2 ×

150 bp library on the Illumina HiSeq 2500. Raw data were
generated for each of the libraries from the three samples
(Supplementary Table 1). Trimmomatic version-0.33 was used
for pre-processing of raw reads generated for the samples.
Parameters considered for filtration were as follows: ADAPTER
TRIMMING: 2:30:10. SLIDINGWINDOW: 4:20. MINLENGTH:
50. For paired-end data, two input files were specified to
Trimmomatic, and Trimmomatic produced 4 output files, 2
for the “paired/PE” output where both reads survived the
processing, and 2 for corresponding “unpaired/single-end/SE”
output where a read survived, but the partner read did not. Thus,
the total clean reads obtained for each sample was calculated
as PEx2+SE. Sequence quality metrics were assessed using
FastQC (version: 0.11.3) (http://www.bioinformatics.babraham.
ac.uk/projects/fastqc/).
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TABLE 1 | Sequencing summary.

INSTRUMENT

Manufacturer Illumina

Version HiSeq 2500

Slot used A

Basecalling pipeline -HiSeq Control Software 2.2.38 -RTA 1.18.61.0

-CASAVA-1.8.2

RUN

Mode HiSeq high output (HO) version 4

Number of cycles 2 × 150 + 7

Number of lanes 1

Flow cell ID HL7FHCCXX

Flow cell version HiSeq Flow Cell v4

Kit version HiSeq SBS Kit v4

Indexing Single-Indexing

Data output C 5.18 Gb

Data output (nvAG83

infected macrophage)

4.36 Gb

Data output (vAG83

infected macrophage)

4.36 Gb

SEQUENCING SPECIFICATION

Service Full lane

Error rate 1.5%

Q30 80%

Mapping cDNA Fragments to the
Reference Genome, Read Count and Data
Normalization
Clean reads from each sample were aligned independently to the
Mus Musculus (UCSCmm10) reference genome and L. donovani
(LdBPK282A1) reference genome using TopHat 2 (parameter: -
g 1 and default) (Trapnell et al., 2009). TopHat is a fast splice
junction mapper for RNA-Seq reads. It aligns RNA-Seq reads
to mammalian-sized genomes using the ultra-high-throughput
short read aligner Bowtie, and then analyzes the mapping results
to identify splice junctions between exons. The HTSeq tool was
used to count the number of reads aligned to protein coding
genes. HTSeq is a Python package that provides infrastructure
to process data from high-throughput sequencing assays.

Differential Expression Analysis
The DESeq tool was used for differential gene expression analysis
between samples in protein coding genes. The DESeq is an
R package to estimate variance-mean dependence in count
data from high-throughput sequencing assays and testing for
differential expression based on a model using the negative
binomial distribution. Differentially expressed (DE) genes were
defined as genes with a Benjamini-Hochberg multiple testing p
value of <0.05.

KEGG Pathway Analysis
ConsensusPathDB-mouse was done to identify signaling and
metabolic pathways that were over-represented in the mouse
DE gene lists. KOBAS was used to find the enrichment analysis
in KEGG and Gene Ontology. Both p < 0.05 and paj/FDR

value < 0.05 genes were used for KEGG enrichment analysis.
KOBAS can identify statistically significantly enriched pathways,
human diseases, and functional terms for an input set of genes
using biological knowledge from well-known pathway databases,
disease databases, and gene ontology. The Hypergeometric
test and Fisher’s exact test were used for statistical testing
in enrichment analysis and Benjamini-Hochberg was used for
the FDR correction method. For each KEGG pathway, a P-
value was calculated using a hypergeometric test, and a cutoff
of 0.01 was applied to identify enriched KEGG pathways.
Genes that were DE more than 2-fold in L. donovani-
infected cells relative to uninfected controls were used as input,
with up- and down-regulated genes considered separately. For
generating heat maps of these genes, in-house script software was
used.

Gene Ontology (GO) Analysis
GO categories enriched in the L. donovani DE gene lists
were identified using the GOseq package in R. It detects
gene ontology and/or other user-defined categories that are
over/under-represented in RNA-Seq data. Gene ontology analysis
was used for RNA-Seq and other length-biased data. For each
comparison, upregulated and downregulated gene sets (no fold
change cut-off) were input separately into GOseq. A p-value cut-
off of 0.05 was used. The hypergeometric method was used for
enrichment analysis.

Isolation of Total RNA, cDNA Synthesis and
Real-Time PCR
Total RNA from macrophage cells (uninfected and infected with
both parasites) was isolated using Trizol reagent (Invitrogen),
according to the manufacturer’s instructions. A total of 2 µg
of RNA from each sample was reverse-transcribed to cDNA
using the iScript cDNA synthesis kit (Bio-rad), according to the
manufacturer’s protocol. Using LightCycler 96 (Roche), real-time
PCR was performed according to the SYBER GREEN method
(KAPA BIOSYSTEMS). The PCR thermocycling parameters
were kept as 95◦C for 10min, 45 cycles of 95◦C for 15 s,
55◦C for 30 s and 72◦C for 25 s. GAPDH was used as an
internal control. Samples were run in duplicates. The fold
induction was determined by the 2−11CT method (Schmittgen
and Livak, 2008). Fold induction of duplicate samples were
averaged.

Construction of Protein-Protein Interaction
of the Deregulated Genes
Protein-protein interactions (PPI) of the virulent and non-
virulent specific macrophage genes were searched in the STRING
database (von Mering et al., 2003). Interactions with the highest
confidence values [experimental evidences score ≥ 0.9] were
collected to construct the network, which was further used for
network topology analysis for identifying important interactive
nodes of the network. The Hub Objects Analyzer (Hubba)
(Lin et al., 2008) is a web-based plug-in incorporated in
Cytoscape (Shannon et al., 2003) was used to determine the
important network nodes—i.e., the hub (He and Zhang, 2006)
and bottleneck (Yu et al., 2007; McDermott et al., 2009).
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Preparation of Bone Marrow-Derived
Macrophages (BMM)
To generate bone marrow-derived macrophages (BMM),
uninfected BALB/C mouse femurs were aseptically harvested
and sterilized in 70% (vol/vol) ethanol for 1min and then
washed thrice in Dulbecco’s phosphate-buffered saline (PBS).
The contents of the femurs were flushed out with complete
DMEM using a 25-guage needle. Bone marrow cells were
then cultured and differentiated in 35mm cell culture dishes
containing DMEM supplemented with 100 U/ml penicillin-
streptomycin, 10% fetal bovine serum, and 10 ng/ml MCSF for 7
days at 37◦C in a humidified atmosphere of 5% CO2.

Western Blotting
Macrophages (1–2 × 106) cultured in 35mm cell culture dishes
were infected with promastigotes of L. donovani at a 1:10 ratio
for different time points. Cells were then washed with PBS and
lysed in cell lysis buffer containing protease and phosphatase
inhibitor cocktail, and the protein concentrations in the cleared
supernatants were estimated using Lowry’s method. The cell
lysates were resolved by 10% SDS-PAGE and then transferred
to Nitrocellulose membranes (BioRad). The membranes were
blocked with 5% BSA in Tris-buffered saline (TBS) for 1 h at
room temperature and probed with primary Ab for 2 h at a
dilution recommended by the manufactures. Membranes were
then washed three times with wash buffer (TBS containing 0.5%
tween) and then incubated with HRP-conjugated secondary Ab
and detected by an ECL detection system according to the
manufacturer’s instructions.

Statistical Calculations
All data comparisons were tested for significance with the two-
tailed Student’s t-test using GraphPad software; P-values < 0.05
were considered significant.

RESULTS AND DISCUSSION

Infection Dynamics and the Global
Transcriptional Changes in Macrophages
Infected With vAG83 and nvAG83 Parasites
We first determined a time-dependent infection pattern in
the murine peritoneal macrophages, co-cultured with the
promastigotes of vAG83 (2nd passaged) and nvAG83 (25th
passaged). Parasite load was estimated after 3, 24, 48, and 72 h
post-infection (p.i.). It was observed that the initial parasite
count at 3 h p.i. was comparable for both the parasites,
although it was slightly lower for nvAG83. However, vAG83
exhibited a progressive increase in the parasite burden with
time. nvAG83, in contrast, showed a time-dependent decrease
in parasite load (Figure 1). To validate these in vitro results in
an in vivo set-up, BALB/c mice were infected with promastigotes
derived from different passages, and the parasite burden was
determined in both the liver and the spleen, using methods
like Leishman Donovan Units (LDU) and Limiting Dilution
Assay (LDA). The in vivo infectivity of the parasites also
declined when they were cultured in the medium repeatedly.

FIGURE 1 | Dynamics of murine macrophage infection with virulent and

non-virulent L. donovani promastigotes. Murine macrophages were infected

with either virulent (2nd passage) or non-virulent (25th passage) L. donovani

promastigotes for 3 h, washed, and further incubated until 24, 48, and 72 h p.i.

The number of internalized parasites in 100 macrophages was determined

microscopically by Giemsa staining. The results are expressed as mean S.E

(n = 3). *P < 0.01, **P < 0.001.

The results of the LDU and the LDA revealed that, with an
increasing number of parasite passage, there was a progressive
suppression in liver as well as splenic parasite burden (Table 2).
Thus, these results confirmed that early passaged parasites
were potent enough to establish successful infection, but
the late passaged ones were weak and unable to do so,
both in vitro (in macrophages) as well as in vivo (in mice
model). Previously, we have shown differences in the in vivo
parasite burden in the spleen and liver of hamsters infected
with the early and the late passage promastigotes (Sinha
et al., 2018). We found that these differences were attributed
to a differential expression of several virulence factors and
cytoskeletal proteins in the parasites. At the genomic level,
we observed subtle changes, mostly in defense-related, nutrient
acquisition and signal transduction-related genes between the
two passages. We also observed SNPs in ABC transporter and
calpain-like cysteine protease genes, which are emerging as
patho-adaptive factors in clinical isolates of Leishmania (Sinha
et al., 2018).

Subsequently, to determine the global gene expression pattern
in both the host and the parasites, we infected murine
peritoneal macrophages with vAG83 and nvAG83 for 12 h
and generated the transcriptomic data using RNA-Seq. This
time point of infection was chosen based on our study on
the in vitro macrophage infectivity, where we found that after
this time point, the infection is directed toward progression
for vAG83 and reduction for nvAG83. Progressive clearance
of nvAG83 with time hinders the effort of getting an ample
amount of Leishmania-specific RNA that could be analyzed
for their change. A total of 12 h of infection allowed us to
compare the transcriptomic changes between the vAG83 and
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TABLE 2 | In vivo parasite burden in mice.

Passage

number

LDU ± S.E.

(n = 3–5/group)

log10parasite burden ± S.E.

(n = 3–5/group)

Liver Spleen Liver Spleen

2nd 1056 ± 117.9 602.1 ± 109.3 16.34 ± 2.4 12 ± 1.18

5th 945.1 ± 94.87 514.5 ± 74.51 14.23 ± 3.15 11.52 ± 2.08

15th 302.9 ± 54.30 78.78 ± 15.10 7.94 ± 1.54 5.17 ± 1.88

25th 54.83 ± 11.04 7.96 ± 3.069 3.28 ± 2.11 2.29 ± 1.76

BALB/c mice were infected with 2× 107 L. donovani promastigotes of different passages

as indicated in the table. At 12 weeks, p.i. mice were sacrificed and parasite burden of

the liver and spleen were determined by LDU and LDA. Data represent mean ± S.E.M of

3–5 animals per group.

the nvAG83 infective stages of the parasites. The bioinformatics
analysis workflow is represented in Supplementary Figure 1.
Raw data (reads) were generated for the three samples
(uninfectedmacrophages, andmacrophages infected with vAG83
and nvAG83) (Supplementary Table 1), which were further
processed to give clean reads. Reads (paired end/PE plus
unpaired/single-end/SE) with a sequence of 150 nucleotides
were generated (see Material and Methods), which yielded a
total of 89.19 million high-quality reads from the three samples
(Supplementary Table 2). The infected samples consisted of a
pool of mixed RNAs from the mouse macrophages and the
Leishmania parasites. However, the reads generated for the whole
sample can be mapped to the genome of the mouse and the
parasite RNAs, respectively. But the possibilities of error in
mapping the reads across the two species cannot be denied
as well. This is mainly because mapping of reads to both the
species genome from the same sample depends on several factors,
including the use of random hexamer for reverse transcription of
poly (A) RNA, which may not retain information contained on
the DNA strand that is actually expressed (Mortazavi et al., 2008).
Secondly, the size of the final fragment to be sequenced is crucial
for proper sequencing and subsequent analysis. Longer reads
improve mappable data and transcript identification, whereas
short SE reads are normally sufficient for studies of gene
expression levels in well-annotated organisms (Garber et al.,
2011). Depth of sequencing is also crucial in detection and
quantification of the transcript in a precise manner (Mortazavi
et al., 2008). For example, 70 and 90% of regular RNA-Seq reads
are expected to map to the mouse genome depending on the
read mapper used (Dobin et al., 2013). Thus, we can say that
the fraction of reads mapping to the mouse vs. parasite reference
genomes depicted the proportion of RNA molecules from each
source but without denying all these factors. The percentage of
PE and SE reads mapping to the mouse genome was found to
be 82.6 and 84%, respectively, for the uninfected macrophages
(Supplementary Table 3). Likewise, the percentage of PE and
SE reads mapping to the mouse genome was found to be 67
and 66%, respectively, in the macrophages infected with vAG83,
and 65.2 and 66.4%, respectively, in the macrophages infected
with nvAG83. Similarly, the proportion of parasite-specific PE
and SE reads in vAG83-infected macrophages corresponded
to 14.5 and 16.3%, respectively, and in nvAG83-infected

macrophages, parasite-specific PE and SE reads corresponded to
16.6 and 18.3%, respectively (Supplementary Table 4). Similar
observations for mouse and parasite reads were reported earlier
(Dillon et al., 2015). The reason for not getting 100% reads
mapping to mouse and parasite genomes in these studies is not
well understood. It may be that due to the dynamicity of the
transcriptional activity, probing the whole transcriptome at a
particular time is not feasible to obtain reads that can map to
100% to the reference genome.

From the sequencing data set, we next identified differentially
expressed (DE) genes in the infected macrophages as
compared to the uninfected control. Thus, we prepared
two gene lists, one for the macrophages infected with
vAG83 (Supplementary Data Sheet 1A vAG83) and
the other for the macrophages infected with nvAG83
(Supplementary Data Sheet 1B nvAG83). Moreover, we
considered only those genes in the gene list, which were DE>2-
fold, with upregulated and downregulated genes, considered
separately. We found that in the host macrophages, vAG83
and nvAG83 induced 456 and 473 DE genes, respectively,
that were differentially expressed at a p-value cutoff of < 0.05
compared to the uninfected control. Intriguingly, out of these
various DE genes, only 20.3% were found to be upregulated by
vAG83 and 52.2% by nvAG83. Conversely, 79.6% of the DE
genes were downregulated by vAG83, and 47.7% by nvAG83
(Figure 2A). Moreover, when we compared the overlap in these
DE genes (Venn diagram, Figure 3), we found that although
245 genes were modulated by both the parasites, 211 and
228 genes were uniquely modulated by vAG83 and nvAG83,
respectively. Further, of the 245 commonly modulated genes, it
was found that ∼66.0% were downregulated, and 34.0% were
upregulated. But of the unique 211 genes modulated by the
vAG83, ∼95.0% were found to be downregulated and only
5.0% were upregulated. In contrast, of the unique 228 genes
modulated by the nvAG83, only ∼30.0% were observed to be
downregulated and∼70.0% were upregulated. This clearly shows
that, in addition to the common genes, vAG83 downregulated
many unique genes compared to nvAG83. On the contrary,
nvAG83, in addition to the common genes, upregulated many
unique genes compared to vAG83. Modulation of these common
genes could be explained by the fact that the same parasite, when
it loses its virulence upon several passages, may still possess some
factors that modulate the host cells in a similar fashion. Overall,
there was a significant difference in the host cell gene expression
induced by the virulent and the non-virulent parasites. vAG83
employs strategic suppression of macrophage genes at a large
scale that may allow them to establish themselves in the host cells
(Buates and Matlashewski, 2001). In contrast, the upregulation
of many DE genes by nvAG83 parasites might be responsible
for their clearance within the host cells (Bhattacharya et al.,
2015).

Validation of the DE Genes by Real-Time
PCR
Since RNA-Seq of a single sample was done for each condition,
so as to avoid artifacts and erroneous results, we validated
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FIGURE 2 | Differentially expressed genes in (A) murine macrophage infected with virulent and non-virulent L. donovani for 12 h and in (B) L. donovani parasites. The

numbers of DE genes in L. donovani-infected macrophages relative to uninfected controls and L. donovani depicted as horizontal bar plots. Box length depicts the

number of DE genes either downregulated or upregulated at a P-value of < 0.05 with the total number of down- and up-regulated genes shown.

FIGURE 3 | Analysis of differentially expressed (DE) genes in host macrophage

at 12 h p.i. The DE gene lists for murine macrophage uninfected vs. infected

with virulent and non-virulent parasites were compared and the overlap genes

shown as a Venn diagram.

the data obtained from RNA-Seq (Figure 4A) by performing
real-time PCR of 10 genes from four biological replicates
(Figure 4B). Ten DE genes from macrophages infected with
both the parasites, were randomly selected for real-time
RT-PCR analysis. The primers of selected genes are listed
in Supplementary Table 5. The qRT-PCR results showed a
strong correlation with the RNA-Seq-generated data (Pearson
correlation coefficients r = 0.6973; Figure 4C), thus validating
the RNA-Seq results.

Pathway-Based Enrichment Analyses
Depicted a Differential Host Macrophage
Response to Infection With vAG83 and
nvAG83 Parasites
We next used KEGG pathway enrichment analysis of the DE
genes to decipher how the cellular responses evoked against
infection by vAG83 and nvAG83 may differ. First, we compared
the total number of KEGG pathways, upregulated by both
the parasites. We found that vAG83 upregulated only three
KEGG pathways, mainly related to immune response and signal
transduction, including cytokine-cytokine receptor interaction
(Table 3). In contrast, nvAG83 upregulated 34 pathways, of
which most are related to immune response and signaling
such as cytokine signaling in the immune system, signaling by
GPCR, Toll-like receptor signaling and NF-kappa B signaling
(Table 4). Similarly, a comparison of the total number of KEGG
pathways, downregulated by both the parasites, showed that
vAG83 downregulated 13 KEGG pathways, including immune
system, signal transduction, gene expression, endocytosis, and
phagosome (Table 3). Conversely, nvAG83 downregulated only
eight KEGG pathways, including the immune system, signal

transduction and transmembrane transport of small molecules
(Table 4). This shows that there is a vast difference in

the number of KEGG pathways regulated in the host by
the two parasites, indicating a huge disparity in the host

responses generated against infection by vAG83 and nvAG83.
Moreover, this suggests that the macrophages infected with the

two parasites may respond to their immediate environment

differently. For instance, the nvAG83-infected macrophages

(where many pathways of macrophage activation including
inflammation are upregulated), seem to become more sensitive
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FIGURE 4 | Validation of RNA-Seq-obtained DE genes by qPCR. (A) RNA-Seq data for 10 genes are represented in a bar graph. (B) The mRNA levels of the same

set of genes were measured by qPCR and are represented as the fold change compared to non-infected control cells. (C) Fold difference values calculated by

RNA-Seq (y axis) for the DE genes in macrophage infected with both parasites correlates to the mRNA expression of these genes using qPCR (x axis).

to inflammatory signals. Previous reports showed that several
inflammatory signaling pathways, including the IL-2 signaling
pathway, TNF signaling pathway, Jak-STAT signaling pathway,
NF-kappa B signaling pathway, and Toll-like receptor signaling
pathway, trigger potent anti-leishmanial immune responses in
the host macrophages (Shadab and Ali, 2011). Thus, owing
to the immunosuppressive nature of the disease caused by
the virulent strain of L. donovani, the induction of these
pathways by the non-virulent ones highlights the importance
of the immune responses against the parasites. Hence, the
pathways which were totally shut down by vAG83 seem to
have been upregulated in case of nvAG83 infection, which
could possibly activate the macrophages to kill the nvAG83
parasites.

It was noted that some of the pathways were both upregulated
and downregulated by each of the parasites. For example,
pathways like the immune system and signal transduction
were both up- and down-regulated by vAG83. Similarly,
pathways like the immune system, homeostasis, metabolism,
signal transduction and the PI3K-Akt signaling pathway, were
both up- and down-regulated by nvAG83. This can be explained
by the fact that the genes enriched in the up- and the
down-regulated pathways are different that may ensue different
infection outcomes, based on their functions including positive
or negative regulators of infection. For example, in contrast
to the genes including Nr4a1, Il1b, Cma1, Socs3, and Dtx1
etc. that were enriched in the upregulated pathways (immune
system and signal transduction), the genes of the same pathways
when downregulated include Ifi204, Ptprc, Hsp90b1, Actr2,

Itga4, Tlr7, Cybb, Trip12, Tax1bp1, Prkcb, Cltc, Hsp90aa1.
Apart from these, we also found that some of the pathways
downregulated by vAG83 were upregulated by nvAG83—for
example, innate immune system, adaptive immune system
and disease. Moreover, there were some pathways specifically
downregulated by vAG83. These include the adaptive immune
system, innate immune system, endocytosis, phagosome, mRNA
processing, gene expression and pathways in cancer. The genes
enriched in these pathways include Ptprc, Itga4, Trip12, Cybb,
Cltc, Prkcb Cav2, Cav1, Met, Csde1, Sf3b1, Eif2ak2, Ddx3x,
Pum2, Cpeb4, etc. Previous studies have shown that virulent
Leishmania parasites hijack the host machinery by employing
multiple strategies, including dampening of host immune
responses (Gupta et al., 2013), manipulation of endocytosis
processes (Verma et al., 2017), inhibition of phagosome
biogenesis (Desjardins and Descoteaux, 1997), etc. Altogether,
suppression of many key pathways in the host is directly
associated with the survival of the virulent parasites. Conversely,
their activation is associated with the clearance of the non-
virulent parasites.

Heat Maps Revealed Differential
Expression Pattern in the KEGG
Pathway-Associated DE Genes Modulated
by Virulent and Non-virulent Parasites
Heat maps were generated to visualize the level of gene
expression induced in the host macrophages by vAG83 and
nvAG83. A color code was used to represent high and low levels
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TABLE 3 | KEGG pathways enriched in DE genes in murine macrophages

infected with vAG83.

Direction of regulation and KEGG pathway Number of

DE genes

Pathway

size

KEGG PATHWAY, UPREGULATED

Cytokine-cytokine receptor interaction 7 256

Immune system 6 877

Signal transduction 8 1,855

KEGG PATHWAY, DOWNREGULATED

Adaptive Immune System 7 446

Disease 6 605

Endocytosis 6 216

Gene expression 7 703

Hemostasis 7 411

Immune system 14 877

Innate immune system 7 475

mRNA processing 6 451

Pathways in cancer 6 323

Phagosome 7 171

PI3K-Akt signaling pathway 6 348

Signal Transduction 8 1,855

XPodNet—protein-protein interactions in the

podocyte expanded by STRING

13 827

KEGG pathway analysis was carried out to identify pathways related to immune response,

signaling and metabolism etc., overrepresented in genes that constitute the mammalian

response to vAG83 infection (P-value < 0.01) relative to uninfected controls. Genes that

were differentially expressed (DE) by more than 2-fold were used as input with up- and

down-regulated genes considered separately. Moreover, pathways filtered based count

of DE genes expressed was considered for more than 5 genes. For each enriched KEGG

pathway, the number of DE genes assigned to that pathway and the total number of genes

in the pathway, are reported.

of expression of the individual genes. These maps were generated
from only those genes which constituted the KEGG pathways.
This allowed us to achieve a clear picture of how these parasites
could produce a different host response, by inducing different
levels of gene expression. It was found that vAG83 (Figure 5A)
downregulated many genes with significant suppression in their
level of expression. In contrast, genes downregulated by nvAG83
(Figure 5B) were smaller in number, with lower suppression
compared to that shown by vAG83. Interestingly, a reversed
phenomenon was observed for the upregulated genes induced
by both the parasites. It was found that vAG83 (Figure 5C)
upregulated a smaller number of genes and with a low level of
expression. In contrast, nvAG83 (Figure 5D) upregulated many
genes with a higher level of expression. Altogether, the heat map
reveals that vAG83 and nvAG83 exhibit a differential impact on
the number, as well as on the level, of host cell gene expression,
which may underlie the differential outcome of the infection.

Differential Host Macrophage Response to
Infection With vAG83 and nvAG83 Involved
Biased Inflammatory and
Anti-inflammatory Immune Response
Next, the biological functions of the KEGG pathway genes were
analyzed, to understand how they could have modulated host

TABLE 4 | KEGG pathways enriched in DE genes in murine macrophages

infected with nvAG83.

Direction of regulation and KEGG pathway Number of

DE genes

Pathway

size

KEGG PATHWAY, UPREGULATED

Adaptive immune system 13 446

Adipogenesis 7 133

B Cell receptor signaling pathway 8 156

Chagas disease (American trypanosomiasis) 6 103

Chemokine receptors bind chemokines 6 50

Chemokine signaling pathway 8 183

Class A/1 (Rhodopsin-like receptors) 9 282

Cytokine-cytokine receptor interaction 19 256

Cytokine signaling in immune system 7 192

Disease 7 605

Downstream signaling events of B cell receptor (BCR) 6 107

Extracellular matrix organization 6 226

Fc epsilon receptor (FCERI) signaling 6 154

GPCR ligand binding 10 391

Hematopoietic cell lineage 6 85

Hemostasis 10 411

HTLV-I infection 10 272

IL-2 signaling pathway 7 76

Immune system 20 877

Innate immune system 9 475

Jak-STAT signaling pathway 8 154

Malaria 6 46

Metabolism 7 1,368

NF-kappa B signaling pathway 8 97

Peptide ligand-binding receptors 8 180

PI3K-Akt signaling pathway 9 348

Rheumatoid arthritis 8 82

Signaling by GPCR 11 1,149

Signaling by SCF-KIT 7 124

Signaling by the B Cell Receptor (BCR) 8 133

Signal Transduction 23 1,855

TNF signaling pathway 6 109

Toll-like receptor signaling pathway 8 96

XPodNet—protein-protein interactions in the

podocyte expanded by STRING

13 827

KEGG pathway, downregulated

Focal adhesion 6 182

Hemostasis 8 411

Immune system 9 877

Metabolism 9 1,368

PI3K-Akt signaling pathway 8 348

Signal transduction 7 1,855

Transmembrane transport of small molecules 6 496

XPodNet—protein-protein interactions in the

podocyte expanded by STRING

12 827

KEGG pathway analysis was carried out to identify pathways related to immune response,

signaling and metabolism, etc., overrepresented in genes that constitute the mammalian

response to nvAG83 infection (P-value < 0.01) relative to uninfected controls. Genes that

were differentially expressed (DE) by more than 2-fold were used as input with up- and

down-regulated genes considered separately. Moreover, pathways filtered based count

of DE genes expressed was considered for more than 5 genes. For each enriched KEGG

pathway, the number of DE genes assigned to that pathway and the total number of genes

in the pathway are reported.
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FIGURE 5 | Heat Map of DE genes in infected macrophage compared to control macrophage. The DE genes involved in KEGG pathways downregulated by

(A) virulent and (B) non-virulent parasites are represented as heat maps. Similarly, the DE genes involved in KEGG pathways upregulated by (C) virulent and

(D) Non-virulent parasites are represented.

cell responses that lead to parasite persistence or clearance
(Supplementary Data Sheet 2). We first analyzed the functions
of the upregulated genes and found that the host responses
evoked by vAG83 and nvAG83 were paradoxical, with clearly
biased anti-inflammatory and inflammatory immune responses,
respectively. This is because the products of the encoded
genes are those which are involved in either enhancing or
suppressing the antimicrobial immune responses. For instance,
vAG83, which upregulated few inflammatory genes including
Il1b, Il17a, and Il22 (Faleiro et al., 2014), also upregulated
genes with anti-inflammatory characters, including Ccl22, ccl12,

Socs3, and dtx1 (Teixeira et al., 2006). Similarly, nvAG83, in
addition to upregulating many inflammatory genes, including
Il1b, Il17a, Il22, Ccl2, Ccl3, Ccl4, Ccl12, Cxcl9, Il2ra, Il2rb,
and Nlrp3 (Murray et al., 1993; Faleiro et al., 2014), also
upregulated genes with anti-inflammatory properties, including
Socs1, Socs3, Osm, and Hbegf (Bertholet et al., 2003). Thus,
when we analyzed the functions of the downregulated genes,
we found that vAG83 suppressed many genes, including Ifi204,
Tlr7, Il7r, Nox-2, Eif2ak2, and Prkcb, which are known to be
involved in inflammation, macrophage activation and respiratory
burst (Nilsson et al., 2006; Shadab and Ali, 2011). However,

Frontiers in Cellular and Infection Microbiology | www.frontiersin.org 10 February 2019 | Volume 9 | Article 17

https://www.frontiersin.org/journals/cellular-and-infection-microbiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/cellular-and-infection-microbiology#articles


Shadab et al. Leishmania donovani Macrophage Interaction

FIGURE 6 | Pictorial representation of the constructed protein-protein interaction network of the deregulated macrophage genes in virulent and non-virulent stages of

L. donovani infection and analyzing the important nodes of the network. (A) Shows the expression status of macrophage genes during virulent and non-virulent

stages of L. donovani infection, where 54 (3 up-regulated and 51 down-regulated) and 116 (85 up-regulated and 31 down-regulated) genes were found to be

expressed during the virulent and non-virulent stages of infection and 82 genes were expressed commonly in both stages. (B) Depicts the representation of the

constructed virulent and non-virulent protein-protein interaction network. (C) Shows the schematic representation of the important nodes of the network. (D) Provides

the number stage specific deregulated murine macrophage genes at virulent and non-virulent L. donovani infection stages. (E) Represents the constructed

protein-protein interaction network of stage-specific (virulent and non-virulent) deregulated genes. (F) Shows the schematic representation of the important network

nodes from the stage-specific networks.
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nvAG83 did not lead to downregulation of too many genes as
was observed with vAG83. All these findings are consistent to
previous reports, which showed that Leishmania parasites could
exhibit a differential regulation of macrophage gene expression
with mixed immune responses (Gregory et al., 2008). Moreover,
they impart a potent and general suppression ofmacrophage gene
expression to establish themselves in the host cells. However, in
addition to these, wemade an interesting observation that vAG83
downregulated some genes known to be negative regulators of
anti-inflammation, like Adam10 (van der Vorst et al., 2015)
and Skil (Massagué, 2012). Altogether, these findings indicated
that vAG83 tries to maintain an anti-inflammatory environment
in the host cells. However, nvAG83 induces an inflammatory
environment. This may be the reason that vAG83 persists and
nvAG83 gets eliminated in the host cells.

Modulations in Network Nodes Highlight
Their Importance in Parasite Persistence
and Clearance in the Host Macrophages
Protein-protein interactions (PPI) are essential to almost every
process in a cell to maintain its homeostasis (Kuzmanov
and Emili, 2013). The proteins involved in such interactions
could be of diverse nature, based on their functions viz.
enzymes, transcriptional regulators, etc. The complete map
of protein interactions occurring in a living organism is
called an interactome (De Las Rivas and Prieto, 2012). If
the interactome is in any way perturbed, it could lead to
alterations in the normal functioning of the cell. Thus, we
evaluated how infection with vAG83 and nvAG83 affects host
cell interactome by analyzing the macrophage genes that were
expressed at p < 0.01 (Supplementary Data Sheet 3). These
genes were modulated differently by the two parasites. It was
found that 3 and 51 macrophage genes (p < 0.01) were up-
and down-regulated by vAG83, respectively. However, 85 and
31 genes were up- and down-regulated by nvAG83 infection
(Figure 6A), respectively. In addition, 44 and 38 common genes
were up- and down-regulated respectively, by both parasites.
To begin our analysis, we first constructed PPI networks from
the total genes, modulated by each of the parasites. We found
that the virulent-stage PPI network (VS_PPIN), derived from
STRING database, consisted of 2288 interactions with 1820
proteins nodes, whereas the non-virulent-stage PPI network
(NVS_PPIN) consisted of 4036 interactions with 2,393 protein
nodes (Figure 6B). Based on the graph theory approach, using
a topology-based scoring method, important network nodes like
hubs and bottlenecks were identified (Figure 6C). “Hubs” are
sets of interactive nodes of the network that have a significantly
higher amount of connectivity within the network compared
to other network nodes (Pang et al., 2016). “Bottlenecks” are
network nodes with high betweenness centrality and are key
connectors of the sub-networks, thus maintaining the network
architecture (McDermott et al., 2009). “Hub-bottlenecks” are the
bottlenecks that tend to have high connectivity (Yu et al., 2007).
Hub analysis showed that while no hub was found in the virulent-
stage network, 3 were found in the non-virulent-stage network.
Out of the 3 non-virulent-stage hubs, 1 was downregulated

and 1 was upregulated. Interestingly, 40 hub-bottlenecks for
the virulent and 57 for the non-virulent stages were found.
Overlap of the hub, hub-bottlenecks and bottleneck proteins,
identified for virulent and non-virulent stages, are shown in
Figure 6C. Overall, the downregulation of many hub-bottlenecks
and bottlenecks in macrophages infected with vAG83, indicates a
huge collapse in the protein interaction network, restoration of
which could otherwise have activated these cells to fight against
infection. Meanwhile, in nvAG83-infected macrophages, the
upregulation of many hub-bottlenecks and bottlenecks indicates
that the overall interactome gets facilitated significantly. Thismay
have activated the host cells to clear off the parasites. Previous
study on the responses of macrophages to virulent and attenuated
Mycobacterium bovis also showed that these two parasites
differentially modulate hub and bottleneck genes in the host cells
(Killick et al., 2014). We therefore constructed networks based on
unique genes, modulated by each of the parasites (Figure 6D).
The virulent-stage-specific PPIN (VSP_PPIN) was found to
contain 652 interactions comprised of 615 nodes, whereas the
non-virulent-stage-specific PPIN (NVSP_PPIN) contained 2,707
interactions, formed by 1,603 nodes (Figure 6E). Figure 6F

shows the overlap of the hub, hub-bottlenecks, and bottleneck
proteins identified for virulent- and non-virulent-stage-specific
networks. Here also, we observed a relatively higher number of
downregulated hubs and hub-bottlenecks in the virulent stage
network, with upregulation of many hubs and hub-bottlenecks
in the non-virulent stage specific network.

Functional and pathway information regarding the
deregulated important network proteins are also provided in
(Supplementary Data Sheet 4). Molecular function annotation
of the virulent-stage-specific important proteins indicates
their probable involvement in cytoskeleton structural activity,
transcription factor binding, regulation of the RIG-I signaling
pathway, membrane trafficking, etc. Further, non-virulent-
stage-specific proteins are known to be involved in Wnt-protein
binding activity, response to interferon-gamma, inflammatory
response, cytokine activity, CXCR3 chemokine receptor binding,
CD4 and CD8 receptor binding and CARD domain binding
activities. (Supplementary Data Sheet 5). Previous studies have
shown that Leishmania parasites manipulate actin cytoskeleton
(Roy et al., 2014), membrane trafficking (Matte and Descoteaux,
2016), and pathogen-associated molecular pattern signaling,
including RIG-I-like receptor signaling (Fernandes et al., 2016),
to establish infection in the host cells. However, activation of
the inflammatory signals like interferon-gamma (Kima and
Soong, 2013), Wnt5a (Chakraborty et al., 2017), and CXCR3
chemokine receptor signaling (Murray et al., 2017), were shown
to resist Leishmania infection. Altogether, vAG83 significantly
downregulated the network nodes, which may help the parasites
to evade the host cell’s anti-leishmanial immune responses. On
the contrary, nvAG83 significantly upregulated the network
nodes, which may have activated the host macrophages to kill
the parasites.

We next evaluated the modulation in the protein network
nodes, which have the highest degree of connectivity (DOC). For
this, we analyzed the expression of the top 30 network nodes
regulated by vAG83 and nvAG83 (Supplementary Figure 2).
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Interestingly, vAG83 downregulated many such nodes (25 of
30) compared to nvAG83 (16 of 30). In contrast, nvAG83
upregulated many of the nodes (14 of 30) compared to vAG83
(5 of 30). Together, this suggests that vAG83 not only hampered
the physiological expression, but also decreased the number
of interactions by downregulating many network proteins,
including hub and bottlenecks (Anax1, Hsp90aa1, Psme4, Sf3b1,
Smg1, Cav1, Cd36, Hsp90b1, Cybb, Adam10, etc.), leading to
the deactivation of the host cells. Conversely, nvAG83 not only
upregulated the expression, but also increased the number of
interactions by upregulating many network proteins, including
hub and bottlenecks (Ccl6, Cxcr5, Edn1, Timp, Kit, etc.),
resulting in activation of the host cells.

vAG83 and nvAG83 Differentially Activated
MAPK and PI3K Signaling in the Host
Macrophages
It is well known that the activation of a specific signaling pathway
triggers specific sets of gene expression in the cells (Sweeney et al.,
2001). In the context of L. donovani infection, previous studies
have reported that the host cell’s signaling is activated in such
a way that it allows parasite survival in the host macrophages
(Shadab and Ali, 2011). In this study, since we found that
vAG83 and nvAG83 induced differential gene expression, we
evaluated how these parasites could have manipulated signaling
in the host cells. We studied mainly the MAPK and PI3K
signaling pathways, whose role in Leishmania infection has been
reported earlier (Junghae and Raynes, 2002). Through western
blot analysis using a specific Ab for phosphorylated form of P38,
we showed that vAG83 induced a mild activation of p38 MAPK
in the host macrophages as compared to the uninfected control
(Figures 7A,A1). In contrast, nvAG83 induced a sustained
activation up to 60min post-infection (p.i.) (Figures 7B,B1).
As a positive control, macrophages were stimulated with LPS
for 30min. Studying ERK1/2 MAPK showed that the vAG83
induced ERK1/2 activation in the host macrophages at 30min
p.i., which was enhanced further at 60min of infection,
compared to the uninfected control (Figures 7C,C1). In contrast,
nvAG83 induced mild activation of ERK1/2, which remained
so until 60min p.i. (Figures 7D,D1). When we measured the
phosphorylation of AKT at Ser473, we found that vAG83 initially
induced low activation of AKT (ser 437) as early as 15min
p.i., which increased further at 60min of infection as compared
to the uninfected control (Figures 7E,E1). In contrast, nvAG83
induced AKT (ser 437) activation, which peaked at 30min p.i.
but diminished later on at 60min of infection (Figures 7F,F1).
Similar to murine peritoneal macrophages, BMM were infected
with vAG83 and nvAG83 to check if a similar phenomenon was
occurring in both themacrophage systems.We found that vAG83
induced P38 activation in the host macrophages until 60min
p.i., which diminished later at 180min p.i. compared to the
uninfected control. However, nvAG83maintained P38 activation
even at 180min p.i. (Figures 7G,G1). A marked difference
in the activation of ERK1/2 MAPK and AKT was observed.
vAG83 induced ERK1/2 activation in the host macrophages,
which progressively increased, peaking at 180min p.i. compared

to the uninfected cell. In contrast, nvAG83 induced mild
activation of ERK1/2 that remained active until 180min p.i.
(Figures 7G,G2). Similarly, vAG83 induced AKT activation as
early as 30min p.i. that remained active until 180min of
infection. In contrast, nvAG83, though inducing AKT activation
at 30min p.i., diminished progressively until 180min of infection
(Figures 7H,H1). Taken together, these results suggest that the
two parasites differentially activated MAPK (P38 and ERK1/2)
and PI3K signaling both in peritoneal macrophages and BMM,
with a similar trend of activation. Interestingly, this differential
activation is not linked to an opposite phenomenon of activation
and deactivation by the two parasites, but it entails a temporal
regulation of the same repertoire of signaling proteins. It has
been reported earlier that spatiotemporal activation profiles of
the same repertoire of signaling proteins exhibit different gene
expression patterns and diverse physiological responses in a cell
(Kholodenko, 2006). Hence, the additional time for which a
particular kinase remained active before its dephosphorylation
seems to produce significant difference in the host cell’s gene
expression.

The role of ERK1/2 and P38 MAPK in differentially
regulating gene expression has been documented previously.
It has been shown that ERK1/2 negatively regulates,
whereas P38 MAPK positively regulates gene expression
(Carter and Hunninghake, 2000). Our finding that vAG83 rather
than nvAG83 induced higher activation of ERK1/2 over P38
MAPK indicates a probable strategy employed by the virulent
parasite to negatively regulate gene expression and dampen host
immune response. Activation of AKT by the virulent L. donovani
parasite has been shown to inhibit host cell apoptosis (Gupta
et al., 2016). Our observation that vAG83 rather than nvAG83
induced higher and sustained activation of AKT in the host cells
indicates additional ways of evading host immune responses by
the virulent parasites. Why the two parasites impart a differential
activation of MAPK and PI3K signaling is not yet clear. There
have been reports that the difference in the virulence factors,
including cell surface molecules, leads to difference in infectivity
of the Leishmania parasites (Descoteaux and Turco, 1999).
With long-term culture, modifications in such factors, including
surface molecules, could happen in nvAG83 (Sinha et al., 2018)
which could have triggered different signaling patterns in the
host macrophages. Overall, the manipulation of host cell gene
expression through specific modulation of MAPK and PI3K
signaling by vAG83 and nvAG83 seems to play an important
role in the survival or clearance of these parasites in the
host cell.

The observation that BMM, as compared to peritoneal
macrophages, manifested longer MAPK, and PI3K activation
profiles, is not well understood. The peritoneal resident
macrophages are un-manipulated cells (Zhang et al.,
2008), whereas the bone marrow-derived macrophages are
differentiated mature macrophages, which are achieved after
differentiating the progenitor cells by adding macrophage
colony-stimulating factor (M-CSF) (Austin et al., 1971). Hence,
a small disparity in these two macrophage systems can occur
which may lead to such difference. Future study can unveil the
importance of such difference in Leishmania infection, as many
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FIGURE 7 | Effect of L. donovani infection on MAPK and PI3K activation. Peritoneal macrophages were exposed to virulent and non-virulent L. donovani

promastigotes for various times as indicated. LPS-treated macrophages were taken as a positive control and non-treated macrophages were taken as a negative

control. Whole-cell lysates were prepared and subjected to western blotting using antibodies specific for (A,A1,B,B1) phospho-P38 MAPK, (C,C1,D,D1)

phospho-ERK1/2 MAPK, and (E,E1,F,F1) phospho-AKT (ser473). Similarly, cell lysates of BMM exposed to virulent and non-virulent L. donovani promastigotes for

various times as indicated were probed for (G,G1,G2) phospho-P38 MAPK and phospho-ERK1/2 MAPK, (H) phospho-AKT (ser473). β-actin was used as loading

control for all the blots as described in materials and methods. The figures are representative of 2 independent experiments. Bands were analyzed densitometrically

and bar graphs expressing arbitrary units are presented adjacent to corresponding western blots. Error bar represent mean ± S.D., n = 2. *P < 0.01, **P < 0.001,

***P < 0.0001.

sites including bone marrow, liver and spleen, have been shown
to be infected with the parasites (Sinha et al., 2015).

Differentially Expressed L. donovani Genes
and Gene Ontology-Based Enrichment
Analyses for vAG83 and nvAG83 When
They Are in the Host Cells
Differential gene expression analyses were carried out for the
parasite-specific genes to determine how the expression of the
same genes is regulated in the two parasites. It was found that 96
genes were DE between the intracellular amastigotes of vAG83
and nvAG83 at a p value cutoff of <0.05, which reflected a
differential modulation, occurring in these parasites, as they

enter the host cells (Supplementary Data Sheet 6). Reasons for
not getting a large number of the DE genes could be due to
factors including the number of reads, generated for the samples
(Mortazavi et al., 2008), the expression level of the genes at this
time point of infection, etc. Since these 96 genes were enriched at
a lower cutoff value, the functional importance of the genes that
showed up beyond this cutoff (data not shown) cannot be denied,
and it could modulate parasite responses. Of the DE genes
mentioned here, we found ∼60% were upregulated and ∼40%
were downregulated in the amastigotes of vAG83 compared to
the nvAG83 (Figure 2B). Moreover, we found that out of all
these genes, ∼49% (47 of 96) are with uncharacterized function.
These hypothetical genes thus constitute a significant portion
of the transcriptomic signature of the intracellular amastigotes
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of L. donovani parasites. Future study toward unveiling their
function could allow better understanding of their role in
the parasites. Moreover, this could boost further the effort in
identification of key drug targets, with the possibility that these
DE genes might be an integral part of various machineries,
operating in the parasites, which are required for their survival.

Next, to evaluate the probable effects of the DE genes
on the intracellular amastigotes of the parasites, we
performed gene ontology (GO) analysis of these DE genes
(Supplementary Data Sheet 7). GO analysis of the up- and
down-regulated genes revealed a total of 27 enriched GO
categories (Table 5). Of these, 16 GO categories were found
to be upregulated in the amastigotes of vAG83 compared to
nvAG83. In vAG83, the enriched GO terms (for the upregulated
genes) were primarily those that relate to virulence and the
survival factors of the parasites. The genes, for example receptor-
adenylate cyclases, calpain-like cysteine peptidase, protein
kinase, protein kinase-like protein, serine/threonine-protein
kinase and mitogen-activated protein kinase, contributed
strongly to the GO enrichment results for these parasites
(Supplementary Data Sheet 8). Interestingly, these genes were
found to be downregulated significantly in nvAG83. The role
of receptor-adenylate cyclase in the intracellular amastigotes of
Leishmania parasites in not known. But in other parasites like
Trypanosoma brucei, adenylate cyclase is known to inhibit innate
immune response of the host (Salmon et al., 2012). Though
cysteine peptidase—with higher activity in the intracellular
amastigotes compared to the promastigotes of Leishmania
(Mottram et al., 2004)—is reported, the role of cysteine peptidase
with calpain domains is yet to be determined. But in higher
eukaryotes, calpains play important roles in calcium-regulated
functions such as signal transduction and cell differentiation
(Besteiro et al., 2007), indicating that they may have some key
roles in the Leishmania parasites. Several protein kinases, like
CRK3 of the CMGC family and MAPK, have been shown to
have essential roles in the proliferation and/or the viability of the
Leishmania parasites (Naula et al., 2005). Hence, pharmacological
inhibition and gene disruption of CRK3 andMAPK, respectively,
showed inhibition in the growth and replication of L. donovani
amastigotes in infected macrophages (Wiese, 1998). Altogether,
it indicates that the higher expression of these genes in vAG83 is
likely to play a key role in the survival of the parasites in the host
cells.

Some other genes that were upregulated in the intracellular
amastigotes of vAG83 are those that relate to translation
machinery, including RNA-binding protein, polyadenylate-
binding protein (PABP), ATP-dependent RNA helicase, etc., and
protein folding, including Chaperonin HSP60, mitochondrial.
This indicates that the protein synthesis in the amastigotes of the
virulent parasites is regulated in such a way that may help them to
survive and multiply in the host macrophages. Conversely, their
downregulation in the non-virulent parasites appears to hamper
the production of survival factors that may lead to their clearance.

We found that some of the upregulated GO categories
enriched in the intracellular amastigotes of vAG83, as
compared to nvAG83, were those that relate to metabolic
processes and activities, such as NAD biosynthetic

TABLE 5 | Gene ontology (GO) categories enriched across virulent to non-virulent

L. donovani intracellular stages.

GO ID Go term P-value

UPREGULATED GO TERM IN VIRULENT PARASITE COMPARED TO

NON-VIRULENT PARASITE

GO:0005524 MF ATP binding 0.003015992

GO:0004514 MF nicotinate-nucleotide diphosphorylase

(carboxylating) activity

0.008264463

GO:0004516 MF nicotinate phosphoribosyltransferase

activity

0.008264463

GO:0004657 MF proline dehydrogenase activity 0.008264463

GO:0006562 BP proline catabolic process 0.008264463

GO:0009678 MF hydrogen-translocating pyrophosphatase

activity

0.008264463

GO:0019357 BP nicotinate nucleotide biosynthetic process 0.008264463

GO:0004198 MF calcium-dependent cysteine-type

endopeptidase activity

0.011468442

GO:0005215 MF transporter activity 0.013800439

GO:0015992 BP proton transport 0.016462677

GO:0004427 MF inorganic diphosphatase activity 0.024595158

GO:0009435 BP NAD biosynthetic process 0.024595158

GO:0004672 MF protein kinase activity 0.030803132

GO:0042026 BP protein refolding 0.032662417

GO:0000166 MF nucleotide binding 0.04142298

GO:0004674 MF protein serine/threonine kinase activity 0.048451125

DOWNREGULATED GO TERM IN VIRULENT PARASITE COMPARED TO

NON-VIRULENT PARASITE

GO:0051920 MF peroxiredoxin activity 0.000103507

GO:0004601 MF peroxidase activity 0.000342495

GO:0017061 MF S-methyl-5-thioadenosine phosphorylase

activity

0.006010518

GO:0004140 MF dephospho-CoA kinase activity 0.011986407

GO:0015937 BP coenzyme A biosynthetic process 0.017927857

GO:0050708 BP regulation of protein secretion 0.017927857

GO:0004402 MF histone acetyltransferase activity 0.023835058

GO:0006414 BP translational elongation 0.023835058

GO:0009116 BP nucleoside metabolic process 0.029708199

GO:0005643 CC nuclear pore 0.035547467

GO:0019843 MF rRNA binding 0.041353051

GOseq was used to identify enriched GO categories between the virulent and non-virulent

intracellular amastigotes at a p-value cutoff of <0.05. For the difference between both the

parasites, up- and down-regulated genes were considered separately. The category for

each enriched GO term is indicated (BP, biological process; MF, molecular function; CC,

cellular component).

process, nicotinate nucleotide biosynthetic process,
nicotinate phosphoribosyltransferase activity, nicotinate-
nucleotide diphosphorylase (carboxylating) activity, proline
catabolic process and proline dehydrogenase activity. The
genes involved in these processes, including nicotinate
phosphoribosyltransferase and proline oxidase, were found
to be significantly upregulated. Though the role of these
genes in Leishmania is not yet known, previous studies
have highlighted a major role for NAD+ metabolism in the
interactions between different pathogens and their host by
directly affecting intracellular replication (Kim et al., 2004),
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virulence expression (Domergue et al., 2005), or pathogen
dissemination (Ma et al., 2007). Similarly, proline oxidase, which
catalyzes L-proline oxidation to glutamate (Paes et al., 2013) in
addition to contributing to the cellular energy supply, plays an
important role in the intracellular redox homeostasis and in
defense mechanisms against various abiotic and biotic stresses,
thus benefiting a broad range of organisms (Ayliffe et al., 2005).
Altogether, it thus appears that the host-pathogen interaction,
in addition to potentiating metabolic processes in the virulent
parasites, also seems to bestow upon them strategies to resist
oxidative stress. This, in turn, may allow them to survive and
proliferate unrestrictedly in the host cells.

The genes, whose encoded products are known to be
involved in transporter activity, proton transport and hydrogen-
translocating pyrophosphatase activity, were also upregulated
in vAG83. These include ABC1, ABC3, and PPase1. The ABC
transporters related to the ABCA, ABCB, ABCC, and ABCG
subfamilies have been described in Leishmania (Castanys-Muñoz
et al., 2008). In fact, ABCC family transporters including MRPA
were previously shown to be involved in antimony resistance
(Moreira et al., 2013). Moreover, the resistance mechanisms
involving increased MRPA expression in the clinical isolates of
kala azar were previously implicated (Mukherjee et al., 2007).
However, the role of H+-PPases in Leishmania parasites is not
yet known and could be explored in future. Altogether, it appears
that the significant upregulation of these genes in the virulent
amastigotes is associated with the defense mechanism in the
parasites, against the host.

GO terms that were enriched among downregulated genes in
virulent amastigotes but upregulated in the non-virulent ones,
were mainly related to translation, transcriptional regulation,
metabolism and oxidative stress. The product of the DE genes
associated with these processes includes 60S acidic ribosomal
protein P2, Histone acetyltransferase, Methylthioadenosine
phosphorylase, Tryparedoxin peroxidase, etc. Acidic ribosomal
protein P2 has been described as a prominent antigen in
leishmaniasis. The ribosomal protein P2 from Leishmania
spp. has in fact been shown to be immunostimulatory
(Soto et al., 1995). We also found ribosomal protein S4, a
component of the 40S subunit of ribosome, to be significantly
upregulated in the amastigotes of nvAG83. Though its role in
Leishmania parasites is not well understood, yeast Asc1p and
mammalian RACK1, which are functionally orthologous core
40S ribosomal proteins, are known to repress gene expression
(Gerbasi et al., 2004). A similar function was reported for
some other proteins, such as two MYST proteins—Sas2 and
Sas3 (Histone Acetyltransferase)—that exhibit transcriptional
silencing in S. cerevisiae (Sterner and Berger, 2000). Intriguingly,
the expression of the putative MOZ/SAS family acetyltransferase
was significantly upregulated in the intracellular amastigotes of
nvAG83 compared to vAG83. Thus, it reveals that the host-
parasite interaction-dependent modulation of the transcriptional
regulators in the parasites is vital to the survival of these
pathogens in the host cells.

In order to metabolize exogenous and endogenous peroxides,
distinct cytosolic and mitochondrial tryparedoxin peroxidases
(TXNPx) are present in Leishmania as well as Trypanosomes.
However, some other antioxidant systems, including superoxide

dismutases and low-molecular weight thiols, are also present
in these organisms (Van Assche et al., 2011). We found that
the expression of tryparedoxin peroxidases was upregulated
in nvAG83 compared to vAG83. This reflects the fact
that despite its higher expression, due to the other factors
including loss of virulence, nvAG83 parasites get eliminated
by the host cells. Moreover, though earlier studies have
shown tryparedoxin peroxidases to overcome oxidative stress
when virulent promastigotes enter macrophages (Dillon et al.,
2015), the role of other antioxidant systems—including low-
molecular weight thiols—should not be denied, which may help
virulent parasites to persist within the host cells (Mitra, 2015).
Besides tryparedoxin peroxidases, we found that the expression

of S-methyl-5
′
-thioadenosine phosphorylase, MTAP, was also

significantly upregulated in the amastigotes of nvAG83 compared
to vAG83. MTAP catalyzes the breakdown of S-methyl-

5
′
-thioadenosine (MTA), a major byproduct of polyamine

biosynthesis, to adenine and 5-methylthioribose-1-phosphate.
Though the role of this gene in Leishmania infection is not
known, in human cancers including osteosarcoma, malignant
melanoma and gastric cancer, MTAP activity acts as a negative
regulator of cancer (Miyazaki et al., 2007). Thus, it could be
that the upregulated expression of MTA in nvAG83 is a negative
feedback mechanism to restrict survival and multiplication of the
parasites in the host cells, a supposition that can be explored in
future study.

CONCLUSION

This study provided a global gene expression pattern of both
the host and the parasite, depicting a broad and clear picture
of how the changes occurring in these interacting organisms are
crucial in determining the final fate of either parasite persistence
or clearance. Moreover, this study unraveled many unknown
molecules that are associated with these two conditions. This
work thus provided valuable information that could serve as
a public resource for future efforts toward developing effective
anti-leishmanial interventions.
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Abstract Solar wind‐magnetosphere interaction and the injection of large quantity of plasma particles
into the Earth's magnetosphere are the primary reasons behind geomagnetic storm, auroral effects, and,
in general, all the fluctuations observed in the terrestrial magnetic field. In this paper, we analyzed the
perturbed magnetosphere as a sandpile‐like cellular automata model based on the concept of self‐organized
criticality and many‐body interactive system and proposed a solar wind‐magnetosphere energy coupling
function in terms of interplanetary magnetic field BZ, the zth component of interplanetary magnetic field.
The function determines the cusp width W depending on the intensity of (−BZ − BTh) where BTh is the
threshold value. The model generates two output series, which are the numerical representation of the
real‐time Dst index and AE index series, respectively. For our study, the range of years 1997–2007 of the 23rd
solar cycle had been considered here. The threshold value BTh plays a significant role in the analysis and
exhibits a proportional relationship with the yearly mean total number of sunspots for each year of the range
1997–2007 of the 23rd solar cycle. For each year, the two resultant output time series of the model display
high‐correlation coefficients with the real‐time Dst and AE indexes, respectively, which denotes the
acceptability of the proposed energy coupling function and its relation with the solar activities.

1. Introduction

The solar wind‐magnetosphere interaction and the energy coupling can be considered as the key factor to
understand the various dynamical properties of the terrestrial magnetosphere. The solar wind, a stream of
highly energized plasma particles, emitted from the Sun's outer atmosphere, is coming toward the Earth
with an average speed of 400 km/s. These huge amounts of particles are injected into the Earth's magneto-
sphere through the cusps controlled by the zth component of the interplanetary magnetic field (IMF), BZ.
The direction andmagnitude of IMF BZ is the primary controller of the solar wind‐magnetosphere reconnec-
tion along with the dynamic pressure of the solar wind. A detailed knowledge of the energy coupling
mechanism is important to estimate the total amount of injected solar wind energy in the geospace as this
energy drives all the geomagnetic fluctuations in the terrestrial magnetosphere, causing intense geomag-
netic storm or auroral activities (Russell, 2000, 2013).

Extreme geomagnetic activity is considered to be a serious threat to the Earth's technological and electrical
systems. In the time of severe geomagnetic storm, solar wind injects a large amount of ionized particles into
the Earth's magnetosphere, rapidly changing the intensity of the magnetic field which in turn induces an
electric field on the surface of the Earth. This induced electric field then drives a current through any elec-
trical network by forming a potential difference between the ground points of that network. This current is
known as geomagnetically induced current (GIC). The intensity of GIC has been noted as large as over
100 A, though a few amperes is sufficient to unexpectedly collapse any electrical infrastructure causing a
huge loss of money and related hazards (Kappenman et al., 1997). The 13 March 1989 geomagnetic storm
and the complete collapse of Hydro Quebec power grid resulting in 9 hr blackout for 6 million customers
[Hydro‐Québec, Understanding Electricity,1989; Kappenman et al., 1997], the 30‐hr blackout of the Wide
Area Augmentation System managed by the Federal Aviation Administration, and the damage of
Japanese ADEOS‐2 satellite due to the Halloween solar storm in 2003 are some of the most prominent exam-
ples [CENTRA Technology Inc. report 2011; NOAA Technical Memorandum 2003; Workshop report of
National Research Council of the National Academics 2008]. Also, past records of GIC‐triggered hazards
include complete disruption of power grids and transformers; malfunction of railway equipment and satel-
lite hardware; severe collapsing of telecommunication, navigation, and computer systems; and increase of
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steel corrosion in pipeline networks, particularly in countries like the United States and Canada or northern
Europe, located in the upper latitudes and affected most by the auroral electrojet current [CENTRA
Technology Inc. report 2011; Kappenman et al., 1997; NOAA Technical Memorandum 2003]. So a compre-
hensive knowledge of the solar wind‐magnetosphere interaction and the underlying physical process of geo-
magnetic activity is crucial to save human society from its severe negative effects.

The solar wind‐magnetosphere energy coupling mechanism became a subject of keen interest and curiosity
in the past decades. The complex dynamics of the energy coupling process, the rate of energy transfer into
the magnetosphere, and the distribution of the injected energy in the magnetosphere‐ionosphere system
as well as the role of the various solar wind parameters controlling the overall process had been rigorously
studied, analyzed, and characterized in numerous works. A number of solar wind energy coupling functions
had been presented (Akasofu, 1981; Finch & Lockwood, 2007; Gonzalez, 1990; Gonzalez et al., 1989; Kan &
Lee, 1979; Newell et al., 2007; Perreault & Akasofu, 1978), while the nature of solar wind‐magnetosphere
interaction had been extensively studied in relation with the other solar wind parameters like velocity, ion
density, and dynamic pressure [Crooker et al., 1977; Crooker & Gringauz, 1993; Dungey, 1961; Mawad
et al., 2016; Newell et al., 2007; Papitashvili et al., 2000; Temerin & Li, 2006; Wygant et al., 1983; Youssef
et al., 2011]. Global magnetohydrodynamic simulations [Palmroth et al., 2003, 2005, 2006, 2010, 2012;
Papadopoulos et al., 1999. Pulkkinen et al., 2002, 2008, 2010; Wang et al., 2014] along with various other
methods (Bargatze et al., 1986; Murayama, 1982; Stamper et al., 1999) were also taken into account. The esti-
mation of the percentage of solar wind energy injected into the geospace, how much of this energy is dissi-
pating in the magnetosphere or in the ionosphere, and in general the entire energy transfer and dissipation
process long became the focus point of detailed investigations [Lu et al., 1998, 2013; Scurry & Russell, 1991;
Stern, 1984; Tanskanen et al., 2002; Tenfjord & Ostgaard, 2013; Turner et al., 2001; Østgaard et al., 2002;
Vasyliunas et al., 1982]. Though all these serious efforts produced significant results, solar wind‐magneto-
sphere‐ionosphere interaction still demands further attention to understand the complex nature of
geomagnetic disturbances.

In our previous work, we came to realize that geomagnetic disturbances on the Earth is an essentially com-
plex natural phenomenon having a number of underlying dynamics and quite impossible to predict accu-
rately, whereas Dst index, the measurement of geomagnetic activity, is a positively correlated fractional
Brownian motion having long‐range correlation (Banerjee et al., 2011). Enlightened by this outcome, we
aimed to develop a sandpile‐like cellular automata model, analogous to the Earth's magnetosphere to inves-
tigate the dynamical characteristics of the geomagnetic storm (Banerjee et al., 2015). Now sandpile model
was selected as the first example displaying the concept of self‐organized criticality, introduced by Bak
et al. in their 1987, 1988 pioneering papers. Since then, this algorithm had been extensively used to study
and analysis the physical process of geomagnetic fluctuations (Chang, 1992, 1999; Chapman et al., 1998;
Consolini, 1997; Consolini & Lui, 1999; Klimas et al., 2000; Takalo et al., 1999; Uritsky, 1996; Uritsky &
Pudovkin, 1998a, 1998b; Uritsky & Semenov, 2000). Our proposed 2015 model was a dissipative dynamical
system with both spatial and temporal degrees of freedom, based on the concept of self‐organized criticality
and a refined version of the model presented by Uritsky et al. (2001). Though it was a first‐order model with
basic considerations, the resultant time series exhibited similar statistical characteristics of the real‐time Dst
index. The acceptability of the model and its curious outcome made us realize the significance of the solar
wind‐magnetosphere interaction and motivated us to further investigate the true nature of the energy
coupling mechanism.

In the present paper, we continued our analysis based on the sandpile‐like cellular automata model of the
terrestrial magnetosphere, presented in our 2015 paper (Banerjee et al., 2015). We proposed a definite solar
wind‐magnetosphere energy coupling function in terms of IMF BZ and a threshold value, BTh. The function
is a hyperbolic tangent one which determines the cusp widthW at any time t. The model produces two out-
put series which are the numerical representations of the real‐time Dst index and AE index series, respec-
tively. To examine the validity of the proposed energy coupling function, the correlation coefficients
between the simulated output series, the real‐time Dst, and AE index series had been estimated respectively.
The entire 23rd solar cycle had been studied, and the real‐time data of solar ion density, flow speed, and IMF
BZ had been considered here. The result shows significant values of correlation coefficients between the
simulated and real‐time series for a specific value of the BTh for each year. The parameter BTh plays a key
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role here as it varies exactly proportionally to the variation of the yearly mean total number of sunspots for
each year of the range 1997–2007 of the 23rd solar cycle, revealing the direct influence of solar activities on
the solar wind‐magnetosphere reconnection phenomena.

2. Method

The cellular automata‐based sandpile model presented here is a refinement of the model proposed in our
previous paper (Banerjee et al., 2015). In summary, the model, a numerical representation of the Earth's
magnetosphere, is a finite matrix of n × n elements, characterized by energy E, which is a function of time
and space. With analogy to the Earth, open boundary condition had been considered, denoting upper (i = 1,
j = 1 to n) and lower (i = n, j = 1 to n) boundary regions of the system. Solar wind emitted from the Sun is
coming toward the Earth. It interacts with the terrestrial magnetosphere, a reconnection occurs, and a sig-
nificant amount of ionized particle penetrates into the geospace through the cusp, altering its energy.
The energy unit dE at any time t is calculated using the real‐time ion density and flow speed data obeying
the equation

dE tð Þ ¼ norm 1
�
2×ion density× flow speedð Þ2� �

(1)

For initialization, each of the cells of the matrix is credited with a small amount of solar wind energy follow-
ing the equations

Etþ1 i; jð Þ ¼ Et i; jð Þ þ Kr×dE tð Þ for i ¼ 2 to nþ 1; j ¼ 1 to n (2)

and

Etþ1 i; jð Þ ¼ Et i; jð Þ þ Ka×dE tð Þ for i ¼ 1; j ¼ 1 to n (3)

where Kr and Ka are constants.

Both the direction and the intensity of the zth component of the IMF, BZ determines the cusp widthW, thus
controlling the amount of energy injected into the system. For the cellular automata model of n × n matrix
presented here, the cusp widthW is a square of cells surrounding the cell (i= n/2, j= n/2), that is, the cell in
the center of the matrix. For a large northward BZ, the cusp width W is minimum 0, whereas for a large
southward BZ, the cusp width W has a maximum value, Wm = (n − 1)2. Wm has a constant value for a
constant n.

The functional relationship of W and BZ proposed here is

W tð Þ ¼ Wm
* tanh −BZ−BThð Þ=λð Þð Þ þ 1ð Þ=2 (4)

where BTh is the threshold value of IMF BZ to open up the cusp and λ is a constant. The parameter BTh is the
most significant factor in the entire analysis as it controls the net amount of solar wind‐magnetosphere
energy coupling area. At any time t, the hyperbolic tangent term in equation (4) generates a value in the
range of 0 to 1. For a large southward BZ, the hyperbolic tangent term is 1 andW =Wm, whereas for a large
northward BZ the term is 0 andW = 0. In between the extrema,W has an intermediate value depending on
the value of (−BZ − BTh). W has a numeric value.

The input energy dE(t) is injected into the model through W number of cells following the equation

Etþ1 i; jð Þ ¼ Et i; jð Þ þ dE tð Þ for i ¼ n=2±p; j ¼ n=2±p (5)

where p = round ((√W − 1)/2).

Now if the altered energy of the cell (i,j) crosses the threshold value ETh of the system, the excess energy is
distributed among the adjacent neighbors obeying the equations
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Etþ1 i; jð Þ ¼ Et i; jð Þ−4 (6)

and

Etþ1 i±1; j±1ð Þ ¼ Et i±1; j±1ð Þ þ 1−Ed=4ð Þ (7)

where Ed is the dissipation factor and (i ± 1) ≥ 1 or 2 according to the case.

The total energy of the system at any time t can be calculated as

E1 tð Þ ¼ ΣE i; jð Þ for i ¼ 2 to nþ 1; j ¼ 1 to n (8)

The differential value of the energy stored in the system at any time t is then estimated by

E2 tð Þ ¼ ΔE1 tð Þ (9)

For further refinement, the above time series is then processed by a moving‐average filter of span 72 to get
the final output series as

Er tð Þ ¼ −MA E2ð Þ (10)

Er(t) is an estimation of the differential value of the energy stored in the system and can be considered as a
numerical equivalent to the Dst index. Now a high correlation coefficient between the simulated series Er(t)
and the real‐time Dst index can establish the validity of the proposed coupling function.

The real‐time hourly averaged Dst index data set has been obtained from OMNIWeb. To remove the noise
and fine‐scale structure, the data set is further processed by a moving‐average filter of span 72 to get a series,
namely, EDst(t + T) where T denotes the time shift or time lag. Now cross correlation is considered as a stan-
dard technique to measure the degree of similarity between two time series, and this method had been
applied here to determine the correlation between the series Er(t) and EDst(t + T). To estimate the optimum
cross‐correlation coefficient between these two series, the series Er(t) had been compared to the time‐shifted
real‐time Dst index, EDst(t + T) where T is varied in the range of values 0 to 720 hr, and for each value of T,
the correlation coefficients between the two series had been noted down along with the exact value of T.
Here T is the lag value of duration 1 hr associated with the cross‐correlation method.

As open boundary condition has been considered, the excess energy transmits outside the grid after
reaching the upper (i = 1, j = 1 to n) and lower (i = n + 2, j = 1 to n) boundary regions of the system.
With analogy to the Earth, these upper and lower boundaries can be considered as the northern and
southern polar cusps of the Earth, while this energy transfer process is similar to the transmission of the
excess energy of the Earth's magnetosphere to the ionosphere through the polar cusps. Thus, the amount
of excess energy dissipated through the upper boundary or northern polar cusp can be estimated as

E3 tð Þ ¼ ΣE i; jð Þ for i ¼ 1; j ¼ 1 to n (11)

and the differential energy value as

E4 tð Þ ¼ ΔE3 tð Þ (12)

Similarly, as equation (10) the moving‐average technique has been applied to equation (12) to get the
following one

Ea tð Þ ¼ MA E4ð Þ (13)

Equation (13) is the measurement of the excess energy dissipated in the ionosphere from the magnetosphere
through the polar cusps and can be considered as a numerical representation of the auroral electrojet (AE)
index. Similar as before, the real‐time AE index data series has been obtained from OMNIWeb and further
processed by a moving‐average filter of span 72 to get the series EAE(t + T), where T is the time shift or time
lag. Again, the method of cross correlation had been applied here to determine the amount of correlation
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between the two series Ea(t) and EAE(t + T), considering T as the associated lag value of duration 1 hr. The
correlation coefficients between the simulated series Ea(t) of equation (13) and the real‐time EAE(t + T) had
been estimated to further strengthen the validity of the proposed coupling function. Here also, the series
Ea(t) had been compared with the time‐shifted AE index, EAE(t + T) where T is varied in the range of values
0 to 720 hr to achieve the optimum correlation coefficient between the two series. For each value of T, the
associated correlation coefficients had been recorded.

As mentioned before, the threshold value BTh of equation (4) is playing the key role in the entire analysis as
the term (−BZ − BTh) controls the widening or narrowing of the cusp width and the amount of solar wind
energy injected into the magnetosphere at any time t. In this work, we had studied the variation of the
magnitude of the solar wind‐magnetosphere coupling with variation of BTh and its subsequent effect on
the overall dynamics of the system.

3. Data source

Here we used the hourly averaged Dst index, AE index, solar wind ion density, flow speed, and BZ compo-
nent of the IMF data from the year 1997 to the year 2007 as extracted from NASA/GSFC's (Goddard
Space Flight Center) OMNI data set through OMNIWeb (King & Papitashvili, 2005). The OMNI data were
obtained from the GSFC/SPDF (Space Physics Data Facility) OMNIWeb interface at the OMNIWeb website
(http://omniweb.gsfc.nasa.gov). We used the Dst index and AE index data obtained from OMNIWeb to com-
pare with the estimated series Er(t) and Ea(t), respectively.

For the yearly mean total number of sunspots, the source credit is the sunspot data from the World Data
Center SILSO (Sunspot Index and Long‐term Solar Observations; Sunspot Number and Long‐term Solar
Observations, Royal Observatory of Belgium, on‐line Sunspot Number catalogue: http://www.sidc.be/
SILSO/, ‘1997–2007’).

4. Result and Discussions

To study the dynamics of the system depending on the solar wind‐magnetosphere coupling, we had consid-
ered the range of years 1997 to 2007 of the 23rd solar cycle. The input energy dE had been calculated using
equation (1) and using the real‐time value of flow speed and ion density. The cellular automata model is a
matrix having a dimension of n × n. Here it is taken as n = 50, that is, the matrix contains 50 × 50 cells.
The input energy dE(t), calculated from OMNIWeb data is an one‐dimensional time series. At any time t,
the total cusp area W is determined using equation (4). The cusp area is a square having the cells

i = 25 ± p, j = 25 ± p where p = round ((√W − 1)/2). The input energy dE(t) is injected into all these cells
of i = 25 ± p, j = 25 ± p according to equation (5) stated in the section 2. The values of the different para-
meters are taken as ETh = 5, Ed = 0.001, Kr = 0.001, Ka = 0.1, λ = 0.5. All these values are constants for each
of the year in the range of 1997–2007. As referred in the section 2, our sandpile model is a refined version of
the model presented in our 2015 paper which was based on the model proposed by Uritsky et al. (2001).
Uritsky et al. set the threshold of excitation as ETh = 5 and suggested the value of the dissipation term
Ed < = 0.01 to study the wide‐range scale‐invariant behavior of the system. Following their work, we also
set ETh = 5 and Ed = 0.001 for our model. We studied the model for different values of Kr, Ka, and λ and
observed that the model output series matches best with the real‐time series for values Kr = 0.001,
Ka = 0.1, and λ = 0.5. So we considered these values of Kr, Ka, and λ constants for our entire analysis.

For each year, the value of parameter BTh had been varied in the range of −10.00 to 10.00 nT, and for each
value of BTh within this range, the correlation coefficients between the simulated series Er(t) of equation (10)
and the time‐shifted real‐time Dst index series EDst(t + T) as well as the series Ea(t) of equation (13) and the
time‐shifted real‐time AE index series EAE(t+ T) had been estimated respectively. While calculating the cor-
relation coefficients for the above two cases, the value of time lag T had been varied from T = 0 to 720 hr to
achieve the optimum value of the coefficients. Thus, the best correlation coefficient for each set is found
annually. The exact value of BTh and the particular value of T associated with the optimum coefficients
had been noted down along with the value of the coefficients. Table 1 displays the optimum values of the
correlation coefficients for each year in the range of 1997 to 2007 with the corresponding values of the
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parameter BTh and also the values of T for both the cases. The correlation coefficient R between two series A
and B is calculated using the equation

R ¼ ∑m∑n Amn−A
� �

Bmn−B
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m∑n Amn−A

� �� �2 ∑m∑n Bmn−B
� �� �2q (14)

Figure 1 represents a comparison between the actual waveforms of the simulated series Er(t) and the real‐
time Dst index series EDst(t + T) where T = 31 for the year of 2002. The optimum correlation coefficient
between these two series is 75.83% for BTh = 2.41 and T = 31 in this year. The top half of Figure 1 shows
the waveform of simulated output series Er(t), while the bottom half shows the waveform of the time‐shifted
Dst index series, EDst(t+ T) for the year 2002. Both the series are 1‐hourly time series having 8,578 data each.
The time in hour is plotted in the x axis. Here 8,000means t= 8,000, that is, the point of 8,000th hour. Each of
the year in the range of 1997–2007 contains 8,000–9,000 data.

Table 1
The First Three Columns of the Table Shows the Yearly Mean Total Number of Sunspots and the Values of the Threshold BZ, BTh for All the Years in the Range
of 1997–2007

Year
Yearly mean total
number of sunspots BTh (nT)

Comparison between Er(t) and EDst(t + T) Comparison between Ea(t) and EAE(t + T)

Optimum correlation
coefficient (%) Time lag T (hr)

Optimum correlation
coefficient (%) Time lag T (hr)

1997 28.90 1.25 70.27 24 74.53 2
1998 88.30 1.76 60.47 32 77.05 4
1999 136.30 2.18 64.23 24 66.06 5
2000 173.90 2.50 76.06 25 69.02 2
2001 170.40 2.47 72.64 21 72.28 0
2002 163.60 2.41 75.83 31 75.42 8
2003 99.30 1.86 62.99 25 59.47 10
2004 65.30 1.56 75.26 16 76.37 3
2005 45.80 1.40 60.64 35 75.96 11
2006 24.70 1.21 52.83 30 74.63 6
2007 12.60 1.10 62.79 43 81.18 12

Note. For this entire range of years, the optimum correlation coefficients between the simulated series Er(t) and the time‐shifted real‐time Dst index series
EDst(t + T) and the associated values of time lag T are displayed in the fourth and fifth columns, respectively, while in a similar fashion, the sixth and seventh
columns show the optimum correlation coefficients between the simulated series Ea(t) and the time‐shifted real‐time AE index series EAE(t + T) and the corre-
sponding values of time lag T, respectively.

Figure 1. (top) The plot of simulated output series Er(t) and (bottom) the plot of the time‐shifted Dst index series, EDst(t + T) where T = 31 for the year 2002. Both
the series are plotted with respect to time (hours). The value of BTh = 2.41 for this year and the optimum correlation coefficient between the two series is 75.83%. The
correlation coefficient between the two series is estimated using equation (14).
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Figure 2 displays the graphs of the simulated series Ea(t) and the real‐time AE index EAE(t + T) where T= 8,
also for the year of 2002. Here the optimum correlation coefficient between these two series is 75.42% for
BTh = 2.41 and T = 8. The top half of Figure 2 shows the waveform of simulated output series Ea(t), while
the bottom half shows the waveform of the time‐shifted AE index series, EAE(t + T) for the year 2002.
Both the series are 1‐hourly time series having 8,601 data each. The time in hour is plotted in the x axis.

The current work is focused to propose a solar wind‐magnetosphere energy coupling function and to study
the subsequent energy transfer process using a cellular automata model of Earth's magnetosphere. To estab-
lish the validity of the model and the coupling function, the model had been simulated numerously for dif-
ferent set of values of the controlling parameters. For every simulation, the model output series had been
compared with the real‐time series. Finally, it is observed that for the set of values Kr = 0.001, Ka = 0.1,
and λ = 0.5 the model output series matches best with the real‐time series. So we have considered these
set of values constant for the entire range of the years 1997–2007. Now T denotes the time gap between

the injection of the plasma particles into the magnetosphere and its subse-
quent effect on the intensity of the horizontal magnetic field of the Earth.
As the amount of injected energy into the magnetosphere is not same for
every year, the value of T cannot be assumed as a constant for every year
beforehand; rather its value for each year had been obtained from
the result.

Figure 3 shows the plot of optimum correlation coefficient for each of the
years in the range of 1997–2007 for both sets of data, as obtained from
Table 1.

The above result exhibits a striking connection of the solar wind‐
magnetosphere reconnection with solar activities. Table 1 also shows
the yearly mean total number of sunspots for each year in the range of
1997–2007 of the 23rd solar cycle. As shown in Figure 4, for the entire
range of years, the parameter BTh varies proportionally with the yearly
mean total number of sunspots. The value of BTh is maximum 2.5 in the
year 2000 which is also the year of solar maxima having 173.9 yearly mean
total number of sunspots, while BTh reaches its minimum value 1.1 in the
year where the yearly mean total number of sunspots is only 12.6.

Studying the above observations thoroughly, we came to realize some sig-
nificant and meaningful points about the solar wind‐magnetosphere cou-
pling and the resultant geomagnetic disturbances which can be discussed

Figure 2. (top) The plot of simulated output series Ea(t) and (bottom) the plot of the time‐shiftedAE index series, EAE(t+ T) where T= 8 for the year 2002. Both the
series are plotted with respect to time (hours). The value of BTh = 2.41 for this year and the optimum correlation coefficient between the two series is 75.42%. The
correlation coefficient between the two series is estimated using equation (14).

Figure 3. Series 1 is the yearly plot of the optimum correlation coefficients
between the simulated series Er(t) and the time‐shifted real‐time Dst index
series EDst(t + T). Series 2 is the yearly plot of the optimum correlation
coefficients between the simulated series Ea(t) and the time‐shifted real‐time
AE index series EAE(t+ T). Year, in the range of 1997–2007 is plotted in the x
axis.
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here now. First of all, the cusp widthW due to the magnetic reconnection
is not a linear function of IMF BZ but a hyperbolic tangent one which takes
into account both the direction and magnitude of IMF BZ and also the
threshold value, BTh. For large northward BZ, the value of the function
is close to 0, and the cusp is almost closed; the amount of injected particles
into the magnetosphere is negligible. As the magnitude of the northward
BZ reduces below the threshold value, BTh, the cusp width W starts to
widen out resulting in a substantial amount of injection into the magneto-
sphere. As the IMF BZ changes direction and becomes southward, the
cusp width widens out further and continues to do so as long as the mag-
nitude of the southward BZ increases. The amount of injected particles
into the magnetosphere increases rapidly with the increasing cusp width.
Numerically, the cusp width can be a minimum zero value or completely
closed for an extreme northward BZ or can obtain a maximum value or
completely open for an extreme southward BZ. Between these extrema,
it varies proportionally with the variation of the magnitude
of (−BZ − BTh).

Second, the correlation coefficients between the simulated and output
series, shown in Table 1, exhibit moderate to high values and support

the rightness of the proposed coupling function in two ways, first in connection with the stored energy in
the magnetosphere and Dst index and second in connection with the excess energy dissipated into the iono-
sphere andAE index. The correlation coefficients are associated to a particular value of the parameter BTh for
each year. Most significantly, the parameter BTh displays a proportional relationship with the yearly mean
total number of sunspots for the entire solar cycle, revealing an influence of solar activities on the threshold
value, BTh. Higher number of solar spots indicates higher solar activity which increases solar wind and also
the coronal mass ejections, resulting in an injection of huge amount of plasma particles into the terrestrial
magnetosphere. The magnetic fields associated with coronal mass ejections also play a significant role in
magnetic reconnection. In this case, the cusp opens up for a comparatively higher value of northward BZ.
Now the threshold value of BZ to open up the cusp and enable the energy injection process into the magneto-
sphere is denoted by BTh, and it is observed from the result that the value of BTh is the highest at 2.5 nT of
northward BZ in the year 2000, the year of solar maxima of the 23rd cycle having 119.6 number of solar spots.
On the other hand, a lower value of BTh is observed in the years with lower number of solar spots. The year
2007 observed only 7.6 number of sun spots and the threshold value of BTh is 1.1 nT of northward BZ for that
particular year.

Finally, somemeaningful insights can be extracted from the number of shifts associated with the value of the
correlation coefficients for both sets of data series for each year. To estimate the optimum value of correla-
tion between the simulated series and the real‐time series, the simulated series had been compared to the
real‐time series shifted by T hours. The value of T is different for different years. For the year 2002, the opti-
mum correlation coefficient between the simulated series Er(t) and EDst(t + T) is 75.83% where T = 31. The
injected plasma particles into the terrestrial magnetosphere generates the ring current which in turn devi-
ates the intensity of the Earth's horizontal magnetic field from its average value. This deviation is measured
and termed asDst index. Here in this work, the output time series Er(t) is an estimation of the total amount of
energy in the system after injection and its subsequent distribution of the input energy at any time t, and it is
considered a simulated representation of this solar wind energy trapped in the magnetosphere responsible
for generating the Dst index. The observation that the series Er(t) matches best with the real‐time series
EDst(t + T) where T = 31 for the year of 2002 implies that the injected input energy at any time t affects
the Earth's horizontal magnetic field at (t + 31) hours in that very year. Similarly as the year 2002, such a
time interval of 16–43 hr between the energy injection into the magnetosphere and the effective depression
of horizontal magnetic field from its average value is present for all the years of the range 1997 to 2007 of the
23rd solar cycle as can be seen from Table 1.

The same observation had been noted down in the case of estimating the correlation between the simulated
series Ea(t) and the real‐time AE index, EAE(t + T) also. The extra solar wind energy injected into the

Figure 4. The threshold value, BTh, is plotted with respect to the yearly
mean total number of sunspots for the range of years 1997–2007 of the
23rd solar cycle. The graph shows a proportional relationship between these
two parameters.
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magnetosphere is released into the ionosphere generating the westward and eastward electrojet currents in
the auroral regions. AE index is calculated as the average value of AU and AL indexes, which in turn are the
measurements of the highest and lowest depressions of the auroral magnetic field from its average value due
to these westward and eastward electrojet currents, respectively. In our model the simulated output series
Ea(t) is equivalent to the excess energy released into the ionosphere, responsible for forming the AE index.
For the year of 2002, the optimum value of correlation coefficient between the two series is Ea(t), and
EAE(t+ T) is 75.42% for T= 8, which denotes a time interval of 8 hr between the energy release into the iono-
sphere and the depression of auroral magnetic field. All the years of 23rd solar cycle exhibit a time interval of
0 to 12 hours between the magnetosphere‐ionosphere interaction and the resultant disturbances in the aur-
oral magnetic field for similar reasons and are displayed in Table 1.

In summary, it can be realized from the above study's observations and discussions that the geomagnetic
fluctuation is not an instantaneous phenomenon; rather it takes some hourly time or in some cases near
about 2 days to build up the interlaying dynamics. Moreover, the proposed coupling function and the thresh-
old value of IMF BZ, namely, BTh, plays a crucial role in the entire analysis, controlling the area of the cusp
width and effectively the amount of input injection, while BTh maintains a direct relationship with the yearly
mean total number of sunspots and solar activities for a particular year.

5. Conclusion

Solar wind‐magnetosphere coupling is the most significant physical process determining the interlaying
dynamical structure of the geomagnetic storm. The energized stream of particles, known as solar wind,
interacts with the terrestrial magnetosphere depending on the magnitude and direction of the zth compo-
nent of the IMF, IMF BZ. The exact dynamics of solar wind‐magnetosphere reconnection process and the
subsequent geomagnetic disturbances is a topic of rigorous study for the last decades. In the present paper,
we investigated the nature, characteristics, and the effect of this phenomenon on the Earth's magneto-
sphere based on the concept of self‐organized criticality and many‐body interactive system. A sandpile‐like
cellular automata model having a dimension of n × n and characterized with energy E had been taken as a
numerical representation of the terrestrial magnetosphere. The input solar wind energy at any time t can be
calculated from the value of real‐time ion density and flow speed data. During the reconnection process, an
amount of solar wind energy is injected into the magnetosphere through the cusp and alters the energy of
the cells of the system. If the total energy of any cell crosses the predetermined threshold value, the excess
energy is distributed among its four adjacent neighbors though a small amount of energy is lost during this
distribution process. The excess energy reaching the marginal grids dissipates from the system representing
the magnetosphere‐ionosphere energy transfer process. The model generates two output series. The first
one is the series Er(t), which is an estimation of the total energy trapped in the system at any time t and
can be considered as an equivalent to the energy responsible for generation of ring current and the depres-
sion of the Earth's horizontal magnetic field from its average value. The second output series Ea(t) is the
estimation of excess energy dissipated from the system at any time t and can be taken as a simulated repre-
sentation of the excess energy released in the ionosphere during magnetosphere‐ionosphere interaction
which in turn forms the electrojet currents resulting the deviation of auroral magnetic field from its
average value.

From our previous study, we came to realize the extreme importance of the solar wind‐magnetosphere
reconnection regarding the overall geomagnetic disturbances in the Earth and its dependency on the IMF
BZ which motivated us to opt for a deep and involving study of the nature and dynamics of the coupling.
In the present paper, we proposed a coupling function to determine the cusp width in terms of IMF BZ.
The cusp widthW obeys a hyperbolic tangent function of BZ, which determines the coupling area depending
on the direction andmagnitude of BZ. For extreme northward BZ, the cusp is almost close whereas it starts to
widen out as the magnitude of the northward BZ reduces below a threshold value BTh. As the BZ becomes
southward, the cusp width further increases proportionally with the increasing magnitude of BZ and obtains
a maximum value for an extremely large southward BZ. The hyperbolic tangent term in the function numeri-
cally varies from 0 to 1 where the value 0 indicates the absolute closing of the cusp and the value 1 indicates
absolute opening of the cusp respectively. For the intermediated values, the cusp width is determined
according the hyperbolic tangent value of (−BZ − BTh).
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To investigate the of the proposed coupling function, the two simulated output series Er(t) and Ea(t) of the
model had been compared with the real‐time output of the geomagnetic phenomena, that is, with the
real‐time Dst index series, EDst(t + T), which is a result of solar wind‐magnetosphere interaction and
the AE index series, EAE(t + T), the result of magnetosphere‐ionosphere interaction. To obtain the
optimum correlation between the simulated series and the real‐time series, in both cases the real‐time
series had been time shifted by T hours and correlation coefficients had been calculated by varying the value
of T. The result shows moderate to high values of correlation coefficients in both the above cases for a spe-
cific value of the threshold parameter BTh for each year. Further investigation reveals that the variation of
the parameter BTh for the entire solar cycle of the year 1997 to the year 2007 obeys a proportional relation-
ship with the variation of yearly mean total number of sunspots in that solar cycle. This striking outcome
indicates direct influence of solar activities on the solar wind‐magnetosphere reconnection process.
Moreover, for the entire solar cycle, it is observed that a 16‐ to 43‐hr time interval is present between the
injection of solar wind energy into the magnetosphere during the magnetic reconnection process, and its
subsequent effect on the geomagnetic weather and the depression of terrestrial horizontal magnetic field
from its average value. Similarly, in the polar region, the disturbances recorded in the auroral magnetic field
at any time t is due to the excess energy released in the ionosphere some 0 to 12 hr before. All these detailed
studies and methodical analysis led us to the conclusion that solar wind‐magnetosphere energy coupling is
controlled by a hyperbolic tangent function of (−BZ − BTh) where the threshold value, BTh, plays the most
significant role under the direct influence of solar activities, and the consequent geomagnetic disturbances,
far from being an instantaneous phenomenon, possess an intricate underlying structure which needs some
hours to nearly a couple of days' time to build up the dynamics and to change the geomagnetic weather in
response to the injection of large amount of solar wind energy into the magnetosphere.

The solar wind‐magnetosphere coupling is the primary controller of all the geomagnetic fluctuations on
Earth. The true nature and actual dynamics of this coupling can reveal important information about all
those widely discussed geomagnetic phenomena like geomagnetic storm or auroral disturbances. It is vital
to know the exact amount of injected solar wind energy to understand the energy distribution in the magne-
tosphere along with the magnetosphere‐ionosphere energy transfer. A standard coupling function can esti-
mate the total input energy at any time t as well as the nature of the reconnection which enables us to better
understand a number of complex mechanisms in the geospace, like the energy distribution process, the
transfer of excess energy dissipated into the ionosphere to maintain the equilibrium, the effect of the injected
energy on the Earth's magnetic field, and also the time taken for this effect, the occurrence and duration of
geomagnetic storm, and many such other fluctuations related to geomagnetic weather. Moreover, the direct
relation of the threshold value BTh with the solar activities throws a new light on the overall analysis. The
analysis is a first‐order trial to investigate the complex natural process for further knowledge, and it did find
out some significant points, but simultaneously also indicates the complex and intricate underlying structure
possessed by the geomagnetic disturbances. Future work can be directed to acquire detailed knowledge of
this structure by developing the model to a higher degree incorporating the other controlling parameters
and physical effects in the algorithm.
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Abstract Solar wind‐magnetosphere interaction and the injection of large quantity of plasma particles
into the Earth's magnetosphere are the primary reasons behind geomagnetic storm, auroral effects, and,
in general, all the fluctuations observed in the terrestrial magnetic field. In this paper, we analyzed the
perturbed magnetosphere as a sandpile‐like cellular automata model based on the concept of self‐organized
criticality and many‐body interactive system and proposed a solar wind‐magnetosphere energy coupling
function in terms of interplanetary magnetic field BZ, the zth component of interplanetary magnetic field.
The function determines the cusp width W depending on the intensity of (−BZ − BTh) where BTh is the
threshold value. The model generates two output series, which are the numerical representation of the
real‐time Dst index and AE index series, respectively. For our study, the range of years 1997–2007 of the 23rd
solar cycle had been considered here. The threshold value BTh plays a significant role in the analysis and
exhibits a proportional relationship with the yearly mean total number of sunspots for each year of the range
1997–2007 of the 23rd solar cycle. For each year, the two resultant output time series of the model display
high‐correlation coefficients with the real‐time Dst and AE indexes, respectively, which denotes the
acceptability of the proposed energy coupling function and its relation with the solar activities.

1. Introduction

The solar wind‐magnetosphere interaction and the energy coupling can be considered as the key factor to
understand the various dynamical properties of the terrestrial magnetosphere. The solar wind, a stream of
highly energized plasma particles, emitted from the Sun's outer atmosphere, is coming toward the Earth
with an average speed of 400 km/s. These huge amounts of particles are injected into the Earth's magneto-
sphere through the cusps controlled by the zth component of the interplanetary magnetic field (IMF), BZ.
The direction andmagnitude of IMF BZ is the primary controller of the solar wind‐magnetosphere reconnec-
tion along with the dynamic pressure of the solar wind. A detailed knowledge of the energy coupling
mechanism is important to estimate the total amount of injected solar wind energy in the geospace as this
energy drives all the geomagnetic fluctuations in the terrestrial magnetosphere, causing intense geomag-
netic storm or auroral activities (Russell, 2000, 2013).

Extreme geomagnetic activity is considered to be a serious threat to the Earth's technological and electrical
systems. In the time of severe geomagnetic storm, solar wind injects a large amount of ionized particles into
the Earth's magnetosphere, rapidly changing the intensity of the magnetic field which in turn induces an
electric field on the surface of the Earth. This induced electric field then drives a current through any elec-
trical network by forming a potential difference between the ground points of that network. This current is
known as geomagnetically induced current (GIC). The intensity of GIC has been noted as large as over
100 A, though a few amperes is sufficient to unexpectedly collapse any electrical infrastructure causing a
huge loss of money and related hazards (Kappenman et al., 1997). The 13 March 1989 geomagnetic storm
and the complete collapse of Hydro Quebec power grid resulting in 9 hr blackout for 6 million customers
[Hydro‐Québec, Understanding Electricity,1989; Kappenman et al., 1997], the 30‐hr blackout of the Wide
Area Augmentation System managed by the Federal Aviation Administration, and the damage of
Japanese ADEOS‐2 satellite due to the Halloween solar storm in 2003 are some of the most prominent exam-
ples [CENTRA Technology Inc. report 2011; NOAA Technical Memorandum 2003; Workshop report of
National Research Council of the National Academics 2008]. Also, past records of GIC‐triggered hazards
include complete disruption of power grids and transformers; malfunction of railway equipment and satel-
lite hardware; severe collapsing of telecommunication, navigation, and computer systems; and increase of
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steel corrosion in pipeline networks, particularly in countries like the United States and Canada or northern
Europe, located in the upper latitudes and affected most by the auroral electrojet current [CENTRA
Technology Inc. report 2011; Kappenman et al., 1997; NOAA Technical Memorandum 2003]. So a compre-
hensive knowledge of the solar wind‐magnetosphere interaction and the underlying physical process of geo-
magnetic activity is crucial to save human society from its severe negative effects.

The solar wind‐magnetosphere energy coupling mechanism became a subject of keen interest and curiosity
in the past decades. The complex dynamics of the energy coupling process, the rate of energy transfer into
the magnetosphere, and the distribution of the injected energy in the magnetosphere‐ionosphere system
as well as the role of the various solar wind parameters controlling the overall process had been rigorously
studied, analyzed, and characterized in numerous works. A number of solar wind energy coupling functions
had been presented (Akasofu, 1981; Finch & Lockwood, 2007; Gonzalez, 1990; Gonzalez et al., 1989; Kan &
Lee, 1979; Newell et al., 2007; Perreault & Akasofu, 1978), while the nature of solar wind‐magnetosphere
interaction had been extensively studied in relation with the other solar wind parameters like velocity, ion
density, and dynamic pressure [Crooker et al., 1977; Crooker & Gringauz, 1993; Dungey, 1961; Mawad
et al., 2016; Newell et al., 2007; Papitashvili et al., 2000; Temerin & Li, 2006; Wygant et al., 1983; Youssef
et al., 2011]. Global magnetohydrodynamic simulations [Palmroth et al., 2003, 2005, 2006, 2010, 2012;
Papadopoulos et al., 1999. Pulkkinen et al., 2002, 2008, 2010; Wang et al., 2014] along with various other
methods (Bargatze et al., 1986; Murayama, 1982; Stamper et al., 1999) were also taken into account. The esti-
mation of the percentage of solar wind energy injected into the geospace, how much of this energy is dissi-
pating in the magnetosphere or in the ionosphere, and in general the entire energy transfer and dissipation
process long became the focus point of detailed investigations [Lu et al., 1998, 2013; Scurry & Russell, 1991;
Stern, 1984; Tanskanen et al., 2002; Tenfjord & Ostgaard, 2013; Turner et al., 2001; Østgaard et al., 2002;
Vasyliunas et al., 1982]. Though all these serious efforts produced significant results, solar wind‐magneto-
sphere‐ionosphere interaction still demands further attention to understand the complex nature of
geomagnetic disturbances.

In our previous work, we came to realize that geomagnetic disturbances on the Earth is an essentially com-
plex natural phenomenon having a number of underlying dynamics and quite impossible to predict accu-
rately, whereas Dst index, the measurement of geomagnetic activity, is a positively correlated fractional
Brownian motion having long‐range correlation (Banerjee et al., 2011). Enlightened by this outcome, we
aimed to develop a sandpile‐like cellular automata model, analogous to the Earth's magnetosphere to inves-
tigate the dynamical characteristics of the geomagnetic storm (Banerjee et al., 2015). Now sandpile model
was selected as the first example displaying the concept of self‐organized criticality, introduced by Bak
et al. in their 1987, 1988 pioneering papers. Since then, this algorithm had been extensively used to study
and analysis the physical process of geomagnetic fluctuations (Chang, 1992, 1999; Chapman et al., 1998;
Consolini, 1997; Consolini & Lui, 1999; Klimas et al., 2000; Takalo et al., 1999; Uritsky, 1996; Uritsky &
Pudovkin, 1998a, 1998b; Uritsky & Semenov, 2000). Our proposed 2015 model was a dissipative dynamical
system with both spatial and temporal degrees of freedom, based on the concept of self‐organized criticality
and a refined version of the model presented by Uritsky et al. (2001). Though it was a first‐order model with
basic considerations, the resultant time series exhibited similar statistical characteristics of the real‐time Dst
index. The acceptability of the model and its curious outcome made us realize the significance of the solar
wind‐magnetosphere interaction and motivated us to further investigate the true nature of the energy
coupling mechanism.

In the present paper, we continued our analysis based on the sandpile‐like cellular automata model of the
terrestrial magnetosphere, presented in our 2015 paper (Banerjee et al., 2015). We proposed a definite solar
wind‐magnetosphere energy coupling function in terms of IMF BZ and a threshold value, BTh. The function
is a hyperbolic tangent one which determines the cusp widthW at any time t. The model produces two out-
put series which are the numerical representations of the real‐time Dst index and AE index series, respec-
tively. To examine the validity of the proposed energy coupling function, the correlation coefficients
between the simulated output series, the real‐time Dst, and AE index series had been estimated respectively.
The entire 23rd solar cycle had been studied, and the real‐time data of solar ion density, flow speed, and IMF
BZ had been considered here. The result shows significant values of correlation coefficients between the
simulated and real‐time series for a specific value of the BTh for each year. The parameter BTh plays a key
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role here as it varies exactly proportionally to the variation of the yearly mean total number of sunspots for
each year of the range 1997–2007 of the 23rd solar cycle, revealing the direct influence of solar activities on
the solar wind‐magnetosphere reconnection phenomena.

2. Method

The cellular automata‐based sandpile model presented here is a refinement of the model proposed in our
previous paper (Banerjee et al., 2015). In summary, the model, a numerical representation of the Earth's
magnetosphere, is a finite matrix of n × n elements, characterized by energy E, which is a function of time
and space. With analogy to the Earth, open boundary condition had been considered, denoting upper (i = 1,
j = 1 to n) and lower (i = n, j = 1 to n) boundary regions of the system. Solar wind emitted from the Sun is
coming toward the Earth. It interacts with the terrestrial magnetosphere, a reconnection occurs, and a sig-
nificant amount of ionized particle penetrates into the geospace through the cusp, altering its energy.
The energy unit dE at any time t is calculated using the real‐time ion density and flow speed data obeying
the equation

dE tð Þ ¼ norm 1
�
2×ion density× flow speedð Þ2� �

(1)

For initialization, each of the cells of the matrix is credited with a small amount of solar wind energy follow-
ing the equations

Etþ1 i; jð Þ ¼ Et i; jð Þ þ Kr×dE tð Þ for i ¼ 2 to nþ 1; j ¼ 1 to n (2)

and

Etþ1 i; jð Þ ¼ Et i; jð Þ þ Ka×dE tð Þ for i ¼ 1; j ¼ 1 to n (3)

where Kr and Ka are constants.

Both the direction and the intensity of the zth component of the IMF, BZ determines the cusp widthW, thus
controlling the amount of energy injected into the system. For the cellular automata model of n × n matrix
presented here, the cusp widthW is a square of cells surrounding the cell (i= n/2, j= n/2), that is, the cell in
the center of the matrix. For a large northward BZ, the cusp width W is minimum 0, whereas for a large
southward BZ, the cusp width W has a maximum value, Wm = (n − 1)2. Wm has a constant value for a
constant n.

The functional relationship of W and BZ proposed here is

W tð Þ ¼ Wm
* tanh −BZ−BThð Þ=λð Þð Þ þ 1ð Þ=2 (4)

where BTh is the threshold value of IMF BZ to open up the cusp and λ is a constant. The parameter BTh is the
most significant factor in the entire analysis as it controls the net amount of solar wind‐magnetosphere
energy coupling area. At any time t, the hyperbolic tangent term in equation (4) generates a value in the
range of 0 to 1. For a large southward BZ, the hyperbolic tangent term is 1 andW =Wm, whereas for a large
northward BZ the term is 0 andW = 0. In between the extrema,W has an intermediate value depending on
the value of (−BZ − BTh). W has a numeric value.

The input energy dE(t) is injected into the model through W number of cells following the equation

Etþ1 i; jð Þ ¼ Et i; jð Þ þ dE tð Þ for i ¼ n=2±p; j ¼ n=2±p (5)

where p = round ((√W − 1)/2).

Now if the altered energy of the cell (i,j) crosses the threshold value ETh of the system, the excess energy is
distributed among the adjacent neighbors obeying the equations

10.1029/2018EA000468Earth and Space Science

BANERJEE ET AL. 567

 23335084, 2019, 4, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2018E

A
000468, W

iley O
nline L

ibrary on [15/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Etþ1 i; jð Þ ¼ Et i; jð Þ−4 (6)

and

Etþ1 i±1; j±1ð Þ ¼ Et i±1; j±1ð Þ þ 1−Ed=4ð Þ (7)

where Ed is the dissipation factor and (i ± 1) ≥ 1 or 2 according to the case.

The total energy of the system at any time t can be calculated as

E1 tð Þ ¼ ΣE i; jð Þ for i ¼ 2 to nþ 1; j ¼ 1 to n (8)

The differential value of the energy stored in the system at any time t is then estimated by

E2 tð Þ ¼ ΔE1 tð Þ (9)

For further refinement, the above time series is then processed by a moving‐average filter of span 72 to get
the final output series as

Er tð Þ ¼ −MA E2ð Þ (10)

Er(t) is an estimation of the differential value of the energy stored in the system and can be considered as a
numerical equivalent to the Dst index. Now a high correlation coefficient between the simulated series Er(t)
and the real‐time Dst index can establish the validity of the proposed coupling function.

The real‐time hourly averaged Dst index data set has been obtained from OMNIWeb. To remove the noise
and fine‐scale structure, the data set is further processed by a moving‐average filter of span 72 to get a series,
namely, EDst(t + T) where T denotes the time shift or time lag. Now cross correlation is considered as a stan-
dard technique to measure the degree of similarity between two time series, and this method had been
applied here to determine the correlation between the series Er(t) and EDst(t + T). To estimate the optimum
cross‐correlation coefficient between these two series, the series Er(t) had been compared to the time‐shifted
real‐time Dst index, EDst(t + T) where T is varied in the range of values 0 to 720 hr, and for each value of T,
the correlation coefficients between the two series had been noted down along with the exact value of T.
Here T is the lag value of duration 1 hr associated with the cross‐correlation method.

As open boundary condition has been considered, the excess energy transmits outside the grid after
reaching the upper (i = 1, j = 1 to n) and lower (i = n + 2, j = 1 to n) boundary regions of the system.
With analogy to the Earth, these upper and lower boundaries can be considered as the northern and
southern polar cusps of the Earth, while this energy transfer process is similar to the transmission of the
excess energy of the Earth's magnetosphere to the ionosphere through the polar cusps. Thus, the amount
of excess energy dissipated through the upper boundary or northern polar cusp can be estimated as

E3 tð Þ ¼ ΣE i; jð Þ for i ¼ 1; j ¼ 1 to n (11)

and the differential energy value as

E4 tð Þ ¼ ΔE3 tð Þ (12)

Similarly, as equation (10) the moving‐average technique has been applied to equation (12) to get the
following one

Ea tð Þ ¼ MA E4ð Þ (13)

Equation (13) is the measurement of the excess energy dissipated in the ionosphere from the magnetosphere
through the polar cusps and can be considered as a numerical representation of the auroral electrojet (AE)
index. Similar as before, the real‐time AE index data series has been obtained from OMNIWeb and further
processed by a moving‐average filter of span 72 to get the series EAE(t + T), where T is the time shift or time
lag. Again, the method of cross correlation had been applied here to determine the amount of correlation
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between the two series Ea(t) and EAE(t + T), considering T as the associated lag value of duration 1 hr. The
correlation coefficients between the simulated series Ea(t) of equation (13) and the real‐time EAE(t + T) had
been estimated to further strengthen the validity of the proposed coupling function. Here also, the series
Ea(t) had been compared with the time‐shifted AE index, EAE(t + T) where T is varied in the range of values
0 to 720 hr to achieve the optimum correlation coefficient between the two series. For each value of T, the
associated correlation coefficients had been recorded.

As mentioned before, the threshold value BTh of equation (4) is playing the key role in the entire analysis as
the term (−BZ − BTh) controls the widening or narrowing of the cusp width and the amount of solar wind
energy injected into the magnetosphere at any time t. In this work, we had studied the variation of the
magnitude of the solar wind‐magnetosphere coupling with variation of BTh and its subsequent effect on
the overall dynamics of the system.

3. Data source

Here we used the hourly averaged Dst index, AE index, solar wind ion density, flow speed, and BZ compo-
nent of the IMF data from the year 1997 to the year 2007 as extracted from NASA/GSFC's (Goddard
Space Flight Center) OMNI data set through OMNIWeb (King & Papitashvili, 2005). The OMNI data were
obtained from the GSFC/SPDF (Space Physics Data Facility) OMNIWeb interface at the OMNIWeb website
(http://omniweb.gsfc.nasa.gov). We used the Dst index and AE index data obtained from OMNIWeb to com-
pare with the estimated series Er(t) and Ea(t), respectively.

For the yearly mean total number of sunspots, the source credit is the sunspot data from the World Data
Center SILSO (Sunspot Index and Long‐term Solar Observations; Sunspot Number and Long‐term Solar
Observations, Royal Observatory of Belgium, on‐line Sunspot Number catalogue: http://www.sidc.be/
SILSO/, ‘1997–2007’).

4. Result and Discussions

To study the dynamics of the system depending on the solar wind‐magnetosphere coupling, we had consid-
ered the range of years 1997 to 2007 of the 23rd solar cycle. The input energy dE had been calculated using
equation (1) and using the real‐time value of flow speed and ion density. The cellular automata model is a
matrix having a dimension of n × n. Here it is taken as n = 50, that is, the matrix contains 50 × 50 cells.
The input energy dE(t), calculated from OMNIWeb data is an one‐dimensional time series. At any time t,
the total cusp area W is determined using equation (4). The cusp area is a square having the cells

i = 25 ± p, j = 25 ± p where p = round ((√W − 1)/2). The input energy dE(t) is injected into all these cells
of i = 25 ± p, j = 25 ± p according to equation (5) stated in the section 2. The values of the different para-
meters are taken as ETh = 5, Ed = 0.001, Kr = 0.001, Ka = 0.1, λ = 0.5. All these values are constants for each
of the year in the range of 1997–2007. As referred in the section 2, our sandpile model is a refined version of
the model presented in our 2015 paper which was based on the model proposed by Uritsky et al. (2001).
Uritsky et al. set the threshold of excitation as ETh = 5 and suggested the value of the dissipation term
Ed < = 0.01 to study the wide‐range scale‐invariant behavior of the system. Following their work, we also
set ETh = 5 and Ed = 0.001 for our model. We studied the model for different values of Kr, Ka, and λ and
observed that the model output series matches best with the real‐time series for values Kr = 0.001,
Ka = 0.1, and λ = 0.5. So we considered these values of Kr, Ka, and λ constants for our entire analysis.

For each year, the value of parameter BTh had been varied in the range of −10.00 to 10.00 nT, and for each
value of BTh within this range, the correlation coefficients between the simulated series Er(t) of equation (10)
and the time‐shifted real‐time Dst index series EDst(t + T) as well as the series Ea(t) of equation (13) and the
time‐shifted real‐time AE index series EAE(t+ T) had been estimated respectively. While calculating the cor-
relation coefficients for the above two cases, the value of time lag T had been varied from T = 0 to 720 hr to
achieve the optimum value of the coefficients. Thus, the best correlation coefficient for each set is found
annually. The exact value of BTh and the particular value of T associated with the optimum coefficients
had been noted down along with the value of the coefficients. Table 1 displays the optimum values of the
correlation coefficients for each year in the range of 1997 to 2007 with the corresponding values of the
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parameter BTh and also the values of T for both the cases. The correlation coefficient R between two series A
and B is calculated using the equation

R ¼ ∑m∑n Amn−A
� �

Bmn−B
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m∑n Amn−A

� �� �2 ∑m∑n Bmn−B
� �� �2q (14)

Figure 1 represents a comparison between the actual waveforms of the simulated series Er(t) and the real‐
time Dst index series EDst(t + T) where T = 31 for the year of 2002. The optimum correlation coefficient
between these two series is 75.83% for BTh = 2.41 and T = 31 in this year. The top half of Figure 1 shows
the waveform of simulated output series Er(t), while the bottom half shows the waveform of the time‐shifted
Dst index series, EDst(t+ T) for the year 2002. Both the series are 1‐hourly time series having 8,578 data each.
The time in hour is plotted in the x axis. Here 8,000means t= 8,000, that is, the point of 8,000th hour. Each of
the year in the range of 1997–2007 contains 8,000–9,000 data.

Table 1
The First Three Columns of the Table Shows the Yearly Mean Total Number of Sunspots and the Values of the Threshold BZ, BTh for All the Years in the Range
of 1997–2007

Year
Yearly mean total
number of sunspots BTh (nT)

Comparison between Er(t) and EDst(t + T) Comparison between Ea(t) and EAE(t + T)

Optimum correlation
coefficient (%) Time lag T (hr)

Optimum correlation
coefficient (%) Time lag T (hr)

1997 28.90 1.25 70.27 24 74.53 2
1998 88.30 1.76 60.47 32 77.05 4
1999 136.30 2.18 64.23 24 66.06 5
2000 173.90 2.50 76.06 25 69.02 2
2001 170.40 2.47 72.64 21 72.28 0
2002 163.60 2.41 75.83 31 75.42 8
2003 99.30 1.86 62.99 25 59.47 10
2004 65.30 1.56 75.26 16 76.37 3
2005 45.80 1.40 60.64 35 75.96 11
2006 24.70 1.21 52.83 30 74.63 6
2007 12.60 1.10 62.79 43 81.18 12

Note. For this entire range of years, the optimum correlation coefficients between the simulated series Er(t) and the time‐shifted real‐time Dst index series
EDst(t + T) and the associated values of time lag T are displayed in the fourth and fifth columns, respectively, while in a similar fashion, the sixth and seventh
columns show the optimum correlation coefficients between the simulated series Ea(t) and the time‐shifted real‐time AE index series EAE(t + T) and the corre-
sponding values of time lag T, respectively.

Figure 1. (top) The plot of simulated output series Er(t) and (bottom) the plot of the time‐shifted Dst index series, EDst(t + T) where T = 31 for the year 2002. Both
the series are plotted with respect to time (hours). The value of BTh = 2.41 for this year and the optimum correlation coefficient between the two series is 75.83%. The
correlation coefficient between the two series is estimated using equation (14).
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Figure 2 displays the graphs of the simulated series Ea(t) and the real‐time AE index EAE(t + T) where T= 8,
also for the year of 2002. Here the optimum correlation coefficient between these two series is 75.42% for
BTh = 2.41 and T = 8. The top half of Figure 2 shows the waveform of simulated output series Ea(t), while
the bottom half shows the waveform of the time‐shifted AE index series, EAE(t + T) for the year 2002.
Both the series are 1‐hourly time series having 8,601 data each. The time in hour is plotted in the x axis.

The current work is focused to propose a solar wind‐magnetosphere energy coupling function and to study
the subsequent energy transfer process using a cellular automata model of Earth's magnetosphere. To estab-
lish the validity of the model and the coupling function, the model had been simulated numerously for dif-
ferent set of values of the controlling parameters. For every simulation, the model output series had been
compared with the real‐time series. Finally, it is observed that for the set of values Kr = 0.001, Ka = 0.1,
and λ = 0.5 the model output series matches best with the real‐time series. So we have considered these
set of values constant for the entire range of the years 1997–2007. Now T denotes the time gap between

the injection of the plasma particles into the magnetosphere and its subse-
quent effect on the intensity of the horizontal magnetic field of the Earth.
As the amount of injected energy into the magnetosphere is not same for
every year, the value of T cannot be assumed as a constant for every year
beforehand; rather its value for each year had been obtained from
the result.

Figure 3 shows the plot of optimum correlation coefficient for each of the
years in the range of 1997–2007 for both sets of data, as obtained from
Table 1.

The above result exhibits a striking connection of the solar wind‐
magnetosphere reconnection with solar activities. Table 1 also shows
the yearly mean total number of sunspots for each year in the range of
1997–2007 of the 23rd solar cycle. As shown in Figure 4, for the entire
range of years, the parameter BTh varies proportionally with the yearly
mean total number of sunspots. The value of BTh is maximum 2.5 in the
year 2000 which is also the year of solar maxima having 173.9 yearly mean
total number of sunspots, while BTh reaches its minimum value 1.1 in the
year where the yearly mean total number of sunspots is only 12.6.

Studying the above observations thoroughly, we came to realize some sig-
nificant and meaningful points about the solar wind‐magnetosphere cou-
pling and the resultant geomagnetic disturbances which can be discussed

Figure 2. (top) The plot of simulated output series Ea(t) and (bottom) the plot of the time‐shiftedAE index series, EAE(t+ T) where T= 8 for the year 2002. Both the
series are plotted with respect to time (hours). The value of BTh = 2.41 for this year and the optimum correlation coefficient between the two series is 75.42%. The
correlation coefficient between the two series is estimated using equation (14).

Figure 3. Series 1 is the yearly plot of the optimum correlation coefficients
between the simulated series Er(t) and the time‐shifted real‐time Dst index
series EDst(t + T). Series 2 is the yearly plot of the optimum correlation
coefficients between the simulated series Ea(t) and the time‐shifted real‐time
AE index series EAE(t+ T). Year, in the range of 1997–2007 is plotted in the x
axis.
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here now. First of all, the cusp widthW due to the magnetic reconnection
is not a linear function of IMF BZ but a hyperbolic tangent one which takes
into account both the direction and magnitude of IMF BZ and also the
threshold value, BTh. For large northward BZ, the value of the function
is close to 0, and the cusp is almost closed; the amount of injected particles
into the magnetosphere is negligible. As the magnitude of the northward
BZ reduces below the threshold value, BTh, the cusp width W starts to
widen out resulting in a substantial amount of injection into the magneto-
sphere. As the IMF BZ changes direction and becomes southward, the
cusp width widens out further and continues to do so as long as the mag-
nitude of the southward BZ increases. The amount of injected particles
into the magnetosphere increases rapidly with the increasing cusp width.
Numerically, the cusp width can be a minimum zero value or completely
closed for an extreme northward BZ or can obtain a maximum value or
completely open for an extreme southward BZ. Between these extrema,
it varies proportionally with the variation of the magnitude
of (−BZ − BTh).

Second, the correlation coefficients between the simulated and output
series, shown in Table 1, exhibit moderate to high values and support

the rightness of the proposed coupling function in two ways, first in connection with the stored energy in
the magnetosphere and Dst index and second in connection with the excess energy dissipated into the iono-
sphere andAE index. The correlation coefficients are associated to a particular value of the parameter BTh for
each year. Most significantly, the parameter BTh displays a proportional relationship with the yearly mean
total number of sunspots for the entire solar cycle, revealing an influence of solar activities on the threshold
value, BTh. Higher number of solar spots indicates higher solar activity which increases solar wind and also
the coronal mass ejections, resulting in an injection of huge amount of plasma particles into the terrestrial
magnetosphere. The magnetic fields associated with coronal mass ejections also play a significant role in
magnetic reconnection. In this case, the cusp opens up for a comparatively higher value of northward BZ.
Now the threshold value of BZ to open up the cusp and enable the energy injection process into the magneto-
sphere is denoted by BTh, and it is observed from the result that the value of BTh is the highest at 2.5 nT of
northward BZ in the year 2000, the year of solar maxima of the 23rd cycle having 119.6 number of solar spots.
On the other hand, a lower value of BTh is observed in the years with lower number of solar spots. The year
2007 observed only 7.6 number of sun spots and the threshold value of BTh is 1.1 nT of northward BZ for that
particular year.

Finally, somemeaningful insights can be extracted from the number of shifts associated with the value of the
correlation coefficients for both sets of data series for each year. To estimate the optimum value of correla-
tion between the simulated series and the real‐time series, the simulated series had been compared to the
real‐time series shifted by T hours. The value of T is different for different years. For the year 2002, the opti-
mum correlation coefficient between the simulated series Er(t) and EDst(t + T) is 75.83% where T = 31. The
injected plasma particles into the terrestrial magnetosphere generates the ring current which in turn devi-
ates the intensity of the Earth's horizontal magnetic field from its average value. This deviation is measured
and termed asDst index. Here in this work, the output time series Er(t) is an estimation of the total amount of
energy in the system after injection and its subsequent distribution of the input energy at any time t, and it is
considered a simulated representation of this solar wind energy trapped in the magnetosphere responsible
for generating the Dst index. The observation that the series Er(t) matches best with the real‐time series
EDst(t + T) where T = 31 for the year of 2002 implies that the injected input energy at any time t affects
the Earth's horizontal magnetic field at (t + 31) hours in that very year. Similarly as the year 2002, such a
time interval of 16–43 hr between the energy injection into the magnetosphere and the effective depression
of horizontal magnetic field from its average value is present for all the years of the range 1997 to 2007 of the
23rd solar cycle as can be seen from Table 1.

The same observation had been noted down in the case of estimating the correlation between the simulated
series Ea(t) and the real‐time AE index, EAE(t + T) also. The extra solar wind energy injected into the

Figure 4. The threshold value, BTh, is plotted with respect to the yearly
mean total number of sunspots for the range of years 1997–2007 of the
23rd solar cycle. The graph shows a proportional relationship between these
two parameters.
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magnetosphere is released into the ionosphere generating the westward and eastward electrojet currents in
the auroral regions. AE index is calculated as the average value of AU and AL indexes, which in turn are the
measurements of the highest and lowest depressions of the auroral magnetic field from its average value due
to these westward and eastward electrojet currents, respectively. In our model the simulated output series
Ea(t) is equivalent to the excess energy released into the ionosphere, responsible for forming the AE index.
For the year of 2002, the optimum value of correlation coefficient between the two series is Ea(t), and
EAE(t+ T) is 75.42% for T= 8, which denotes a time interval of 8 hr between the energy release into the iono-
sphere and the depression of auroral magnetic field. All the years of 23rd solar cycle exhibit a time interval of
0 to 12 hours between the magnetosphere‐ionosphere interaction and the resultant disturbances in the aur-
oral magnetic field for similar reasons and are displayed in Table 1.

In summary, it can be realized from the above study's observations and discussions that the geomagnetic
fluctuation is not an instantaneous phenomenon; rather it takes some hourly time or in some cases near
about 2 days to build up the interlaying dynamics. Moreover, the proposed coupling function and the thresh-
old value of IMF BZ, namely, BTh, plays a crucial role in the entire analysis, controlling the area of the cusp
width and effectively the amount of input injection, while BTh maintains a direct relationship with the yearly
mean total number of sunspots and solar activities for a particular year.

5. Conclusion

Solar wind‐magnetosphere coupling is the most significant physical process determining the interlaying
dynamical structure of the geomagnetic storm. The energized stream of particles, known as solar wind,
interacts with the terrestrial magnetosphere depending on the magnitude and direction of the zth compo-
nent of the IMF, IMF BZ. The exact dynamics of solar wind‐magnetosphere reconnection process and the
subsequent geomagnetic disturbances is a topic of rigorous study for the last decades. In the present paper,
we investigated the nature, characteristics, and the effect of this phenomenon on the Earth's magneto-
sphere based on the concept of self‐organized criticality and many‐body interactive system. A sandpile‐like
cellular automata model having a dimension of n × n and characterized with energy E had been taken as a
numerical representation of the terrestrial magnetosphere. The input solar wind energy at any time t can be
calculated from the value of real‐time ion density and flow speed data. During the reconnection process, an
amount of solar wind energy is injected into the magnetosphere through the cusp and alters the energy of
the cells of the system. If the total energy of any cell crosses the predetermined threshold value, the excess
energy is distributed among its four adjacent neighbors though a small amount of energy is lost during this
distribution process. The excess energy reaching the marginal grids dissipates from the system representing
the magnetosphere‐ionosphere energy transfer process. The model generates two output series. The first
one is the series Er(t), which is an estimation of the total energy trapped in the system at any time t and
can be considered as an equivalent to the energy responsible for generation of ring current and the depres-
sion of the Earth's horizontal magnetic field from its average value. The second output series Ea(t) is the
estimation of excess energy dissipated from the system at any time t and can be taken as a simulated repre-
sentation of the excess energy released in the ionosphere during magnetosphere‐ionosphere interaction
which in turn forms the electrojet currents resulting the deviation of auroral magnetic field from its
average value.

From our previous study, we came to realize the extreme importance of the solar wind‐magnetosphere
reconnection regarding the overall geomagnetic disturbances in the Earth and its dependency on the IMF
BZ which motivated us to opt for a deep and involving study of the nature and dynamics of the coupling.
In the present paper, we proposed a coupling function to determine the cusp width in terms of IMF BZ.
The cusp widthW obeys a hyperbolic tangent function of BZ, which determines the coupling area depending
on the direction andmagnitude of BZ. For extreme northward BZ, the cusp is almost close whereas it starts to
widen out as the magnitude of the northward BZ reduces below a threshold value BTh. As the BZ becomes
southward, the cusp width further increases proportionally with the increasing magnitude of BZ and obtains
a maximum value for an extremely large southward BZ. The hyperbolic tangent term in the function numeri-
cally varies from 0 to 1 where the value 0 indicates the absolute closing of the cusp and the value 1 indicates
absolute opening of the cusp respectively. For the intermediated values, the cusp width is determined
according the hyperbolic tangent value of (−BZ − BTh).
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To investigate the of the proposed coupling function, the two simulated output series Er(t) and Ea(t) of the
model had been compared with the real‐time output of the geomagnetic phenomena, that is, with the
real‐time Dst index series, EDst(t + T), which is a result of solar wind‐magnetosphere interaction and
the AE index series, EAE(t + T), the result of magnetosphere‐ionosphere interaction. To obtain the
optimum correlation between the simulated series and the real‐time series, in both cases the real‐time
series had been time shifted by T hours and correlation coefficients had been calculated by varying the value
of T. The result shows moderate to high values of correlation coefficients in both the above cases for a spe-
cific value of the threshold parameter BTh for each year. Further investigation reveals that the variation of
the parameter BTh for the entire solar cycle of the year 1997 to the year 2007 obeys a proportional relation-
ship with the variation of yearly mean total number of sunspots in that solar cycle. This striking outcome
indicates direct influence of solar activities on the solar wind‐magnetosphere reconnection process.
Moreover, for the entire solar cycle, it is observed that a 16‐ to 43‐hr time interval is present between the
injection of solar wind energy into the magnetosphere during the magnetic reconnection process, and its
subsequent effect on the geomagnetic weather and the depression of terrestrial horizontal magnetic field
from its average value. Similarly, in the polar region, the disturbances recorded in the auroral magnetic field
at any time t is due to the excess energy released in the ionosphere some 0 to 12 hr before. All these detailed
studies and methodical analysis led us to the conclusion that solar wind‐magnetosphere energy coupling is
controlled by a hyperbolic tangent function of (−BZ − BTh) where the threshold value, BTh, plays the most
significant role under the direct influence of solar activities, and the consequent geomagnetic disturbances,
far from being an instantaneous phenomenon, possess an intricate underlying structure which needs some
hours to nearly a couple of days' time to build up the dynamics and to change the geomagnetic weather in
response to the injection of large amount of solar wind energy into the magnetosphere.

The solar wind‐magnetosphere coupling is the primary controller of all the geomagnetic fluctuations on
Earth. The true nature and actual dynamics of this coupling can reveal important information about all
those widely discussed geomagnetic phenomena like geomagnetic storm or auroral disturbances. It is vital
to know the exact amount of injected solar wind energy to understand the energy distribution in the magne-
tosphere along with the magnetosphere‐ionosphere energy transfer. A standard coupling function can esti-
mate the total input energy at any time t as well as the nature of the reconnection which enables us to better
understand a number of complex mechanisms in the geospace, like the energy distribution process, the
transfer of excess energy dissipated into the ionosphere to maintain the equilibrium, the effect of the injected
energy on the Earth's magnetic field, and also the time taken for this effect, the occurrence and duration of
geomagnetic storm, and many such other fluctuations related to geomagnetic weather. Moreover, the direct
relation of the threshold value BTh with the solar activities throws a new light on the overall analysis. The
analysis is a first‐order trial to investigate the complex natural process for further knowledge, and it did find
out some significant points, but simultaneously also indicates the complex and intricate underlying structure
possessed by the geomagnetic disturbances. Future work can be directed to acquire detailed knowledge of
this structure by developing the model to a higher degree incorporating the other controlling parameters
and physical effects in the algorithm.

References
Akasofu, S. I. (1981). Energy coupling between the solar wind and the magnetosphere. Space Science Reviews, 28, 121. https://doi.org/

10.1007/BF00218810
Bak, P., Tang, C., & Wiesenfeld, K. (1987). Self‐organized criticality: An explanation of 1/f noise. Physical Review Letters, 59, 381–384.
Bak, P., Tang, C., & Wiesenfeld, K. (1988). Self‐organized criticality. Physical Review A, 38, 364–372.
Banerjee, A., Bej, A., & Chatterjee, T. N. (2011). On the existence of a long range correlation in the geomagnetic disturbance storm time

(Dst) index. Astrophysics and Space Science, 337(1), 23–32. https://doi.org/10.1007/s10509‐011‐0836‐1
Banerjee, A., Bej, A., & Chatterjee, T. N. (2015). A cellular automata‐based model of Earth's magnetosphere in relation with Dst index.

Space Weather, 13, 259–270. https://doi.org/10.1002/2014SW001138
Bargatze, L. F., McPherron, R. L., & Baker, D. N. (1986). Solar wind‐magnetosphere energy input functions. In Y. Kamide & J. A. Slavin

(Eds.), Solar wind‐magnetosphere coupling (pp. 93–100). Tokyo, Japan: Terrapub/Reidel.
CENTRA Technology, Inc. report (2011). ‘Geomagnetic storms,’ prepared for the Office of Risk Management and Analysis, United States

Department of HomelandSecurity.
Chang, T. S. (1992). Low‐dimensional behavior and symmetry breaking of stochastic systems near criticality—Can these effects be observed

in space and in the laboratory? IEEE Transactions of Plasma Science, 20(6), 691–694.
Chang, T. S. (1999). Self‐organized criticality, multi‐fractal spectra, sporadic localized reconnections and intermittent turbulence in the

magnetotail. Physics of Plasmas, 6(11), 4137–4145.
Chapman, S. C., Watkins, N. W., Dendy, R. O., Helander, P., & Rowlands, G. (1998). A simple avalanche model as an analogue for

magnetospheric activity. Geophysical Research Letters, 25(13), 2397–2400.

10.1029/2018EA000468Earth and Space Science

BANERJEE ET AL. 574

Acknowledgments
We acknowledge use of NASA/GSFC's
Space Physics Data Facility's
OMNIWeb (or CDAWeb or ftp) service,
OMNI data, and SIDC, RWC Belgium,
World Data Centre. Data sets corre-
sponding to Figures and and Table are
available as supporting information.
We are also thankful to Somnath
Mukherjee, Principal of Dinabandhu
Andrews College, Kolkata, India, for
his cordial support and constant
encouragement. Finally, we would like
to sincerely thank the anonymous
reviewer for his most valuable com-
ments and suggestions to improve the
quality of this paper.

 23335084, 2019, 4, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2018E

A
000468, W

iley O
nline L

ibrary on [15/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://doi.org/10.1007/BF00218810
https://doi.org/10.1007/BF00218810
https://doi.org/10.1007/s10509-011-0836-1
https://doi.org/10.1002/2014SW001138


Consolini, G. (1997). Sandpile cellular automata and magnetospheric dynamics. In S. Aiello et al. (Eds.), Conference Proceedings “Cosmic
Physics in the Year 2000” (Vol. 58, pp. 123–126). SIF, Bologna, Italy.

Consolini, G., & Lui, A. T. Y. (1999). Sign‐singularity analysis of current disruption. Geophysical Research Letters, 26(12), 1673–1676.
Crooker, N. U., Feynman, J., & Gosling, J. T. (1977). High correlation between long‐term averages of solar‐wind speed and geomagnetic

activity. Journal of Geophysical Research, 82(13), 1933–1937. https://doi.org/10.1029/JA082i013p01933
Crooker, N. U., & Gringauz, K. I. (1993). On the low correlation between long‐term averages of solar‐wind speed and geomagnetic‐activity

after 1976. Journal of Geophysical Research, 98(A1), 59–62. https://doi.org/10.1029/92JA01978
Dungey, J. W. (1961). Interplanetary magnetic field and auroral zones. Physical Review Letters, 6(2), 47–48. https://doi.org/10.1103/

PhysRevLett.6.47
Finch, I., & Lockwood, M. (2007). Solar wind‐magnetosphere coupling functions on timescales of 1 day to 1 year. Annales de Geophysique,

25(2), 495–506.
Gonzalez, W. D. (1990). A unified view of solar‐wind magnetosphere coupling functions. Planetary and Space Science, 38(5), 627–632.

https://doi.org/10.1016/0032‐0633(90)90068‐2
Gonzalez,W.D., Tsurutani, B. T., Gonzalez, A. L. C., Smith, E. J., Tang, F., &Akasofu, S.‐I. (1989). Solar wind‐magnetosphere coupling during

intense magnetic storms (1978‐1979). Journal of Geophysical Research, 94(A7), 8835–8851. https://doi.org/10.1029/JA094iA07p08835
Hydro‐Québec, Understanding electricity (1989).—Hydro‐Québec. Retrieved 2010‐10‐2.
Kan, J. R., & Lee, L. C. (1979). Energy coupling function and solar wind‐magnetosphere dynamo. Geophysical Research Letters, 6, 577–580.

https://doi.org/10.1029/GL006i007p00577
Kappenman, J. G., Zanetti, L. J., & Radasky, W. A. (1997). Geomagnetic storms can threaten electric power grid, Earth in space (Vol. 9, pp.

9–11). Washington, DC: American Geophysical Union.
King, J. H., & Papitashvili, N. E. (2005). Solar wind spatial scales in and comparisons of hourly Wind and ACE plasma and magnetic field

data. Journal of Geophysical Research, 110, A02209. https://doi.org/10.1029/2004JA010649
Klimas, A. J., Valdivia, J. A., Vassiliadis, D., Baker, D. N., & Hesse, M. (2000). The role of self‐organized criticality in the substorm phe-

nomenon and its relation to localized reconnection in the magnetospheric plasma sheet. Journal of Geophysical Research.
Lu, G., Baker, D. N., McPherron, R. L., Farrugia, C. J., Lummerzheim, D., Ruohoniemi, J. M., Rich, F. J., et al. (1998). Global energy

deposition during the January 1997 magnetic cloud event. Journal of Geophysical Research, 103(A6), 11,685–11,694. https://doi.org/
10.1029/98JA00897

Lu, J. Y., Jing, H., Liu, Z. Q., Kabin, K., & Jiang, Y. (2013). Energy transfer across the magnetopause for northward and southward inter-
planetary magnetic fields. Journal of Geophysical Research: Space Physics, 118, 2021–2033. https://doi.org/10.1002/jgra.50093

Mawad, R., Kandoul, M., Yousef, S. & Abdel‐sattar, W. (2016). Quantizated variability of Earth's magnetopause distance. The 5th
International Conference onModern Trends in Physics ResearchWSPMTPR‐014, Volume 9914, 77‐83, 2016 ADS:2016mtpr.conf...77 M.

Murayama, T. (1982). Coupling function between solar‐wind parameters and geomagnetic indexes. Reviews of Geophysics, 20(3), 623–629.
https://doi.org/10.1029/RG020i003p00623

Newell, P. T., Sotirelis, T., Liou, K., Meng, C.‐I., & Rich, F. J. (2007). A nearly universal solar wind‐magnetosphere coupling function
inferred from 10 magnetospheric state variables. Journal of Geophysical Research, 112, A01206. https://doi.org/10.1029/2006JA012015

NOAA technical memorandum OAR SEC‐88 (2003). Halloween space weather storms of 2003, Space Environment Center, Boulder,
Colorado, June 2004

Østgaard, N., Germany, G., Stadsnes, J., & Vondrak, R. R. (2002). Energy analysis of substorms based on remote sensing techniques, solar
wind measurements, and geomagnetic indices. Journal of Geophysical Research, 107(A9), 1233. https://doi.org/10.1029/2001JA002002

Palmroth, M., Fear, R. C., & Honkonen, I. (2012). Magnetopause energy transfer dependence on the interplanetary magnetic field and the
Earth's magnetic dipole axis orientation. Annales de Geophysique, 30(3), 515–526. https://doi.org/10.5194/angeo‐30‐515‐2012

Palmroth, M., Janhunen, P., Pulkkinen, T. I., Aksnes, A., Lu, G., Ostgaard, N., et al. (2005). Assessment of ionospheric joule heating by
GUMICS‐4 MHD simulation, AMIE, and satellite‐based statistics: Towards a synthesis. Annales de Geophysique, 23(6), 2051–2068.

Palmroth, M., Koskinen, H. E. J., Pulkkinen, T. I., Toivanen, P. K., Janhunen, P., Milan, S. E., & Lester, M. (2010). Magnetospheric feedback
in solar wind energy transfer. Journal of Geophysical Research, 115, A00I10. https://doi.org/10.1029/2010JA015746

Palmroth, M., Laitinen, T. V., & Pulkkinen, T. I. (2006). Magnetopause energy and mass transfer: Results from a global MHD simulation.
Annales de Geophysique, 24(12), 3467–3480.

Palmroth, M., Pulkkinen, T. I., Janhunen, P., & Wu, C. C. (2003). Stormtime energy transfer in global MHD simulation. Journal of
Geophysical Research, 108(A1), 1048. https://doi.org/10.1029/2002JA009446

Papadopoulos, K., Goodrich, C., Wiltberger, M., Lopez, R., & Lyon, J. G. (1999). The physics of substorms as revealed by the ISTP. Physics
and Chemistry of the Earth ‐ Part C, 24(1–3), 189–202. https://doi.org/10.1016/S1464‐1917(98)00028‐2

Papitashvili, V. O., Papitashvili, N. E., & King, J. H. (2000). Solar cycle effects in planetary geomagnetic activity: Analysis of 36‐year long
OMNI dataset. Geophysical Research Letters, 27(17), 2797–2800. https://doi.org/10.1029/2000GL000064

Perreault, P., & Akasofu, S. I. (1978). Study of geomagnetic storms. Geophysical Journal of the Royal Astronomical Society, 54(3), 547–573.
https://doi.org/10.1111/j.1365‐246X.1978.tb05494.x

Pulkkinen, T. I., Ganushkina, N. Y., Kallio, E. I., Lu, G., Baker, D. N., Turner, N. E., et al. (2002). Energy dissipation during a geomagnetic
storm: May 1998. Advances in Space Research, 30(10), 2231–2240. https://doi.org/10.1016/S0273‐1177(02)80232‐0

Pulkkinen, T. I., Palmroth, M., Janhunen, P., Koskinen, H. E. J., McComas, D. J., & Smith, C. W. (2010). Timing of changes in the solar
wind energy input in relation to ionospheric response. Journal of Geophysical Research, 115, A00I09. https://doi.org/10.1029/
2010JA015764

Pulkkinen, T. I., Palmroth, M., & Laitinen, T. (2008). Energy as a tracer of magnetospheric processes: GUMICS‐4 global MHD results and
observations compared. Journal of Atmospheric and Solar ‐ Terrestrial Physics, 70(5), 687–707. https://doi.org/10.1016/j.jastp.2007.10.011

Russell, C. T. (2000). The solar wind interaction with the Earth's magnetosphere: A tutorial. IEEE Transactions on Plasma Science, 28, 1818.
Russell, C. T. (2013). Solar Wind and Interplanetary Magnetic Field: A Tutorial. In P. Song, H. J. Singer, & G. L. Siscoe (Eds.), Space

Weather. https://doi.org/10.1029/GM125p0073
Scurry, L., & Russell, C. T. (1991). Proxy studies of energy‐transfer to the magnetosphere. Journal of Geophysical Research, 96(A6),

9541–9548. https://doi.org/10.1029/91JA00569
Stamper, R., Lockwood, M., Wild, M. N., & Clark, T. D. G. (1999). Solar causes of the long‐term increase in geomagnetic activity. Journal of

Geophysical Research, 104(A12), 28,325–28,342. https://doi.org/10.1029/1999JA900311
Stern, D. P. (1984). Energetics of the magnetosphere. Space Science Reviews, 39(1–2), 193–213.
Takalo, J., Timonen, J., Klimas, A., Valdivia, J., & Vassiliadis, D. (1999). Nonlinear energy dissipation in a cellular automaton magnetotail

field model. Geophysical Research Letters, 26, 1813–1816.

10.1029/2018EA000468Earth and Space Science

BANERJEE ET AL. 575

 23335084, 2019, 4, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2018E

A
000468, W

iley O
nline L

ibrary on [15/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://doi.org/10.1029/JA082i013p01933
https://doi.org/10.1029/92JA01978
https://doi.org/10.1103/PhysRevLett.6.47
https://doi.org/10.1103/PhysRevLett.6.47
https://doi.org/10.1016/0032-0633(90)90068-2
https://doi.org/10.1029/JA094iA07p08835
https://doi.org/10.1029/GL006i007p00577
https://doi.org/10.1029/2004JA010649
https://doi.org/10.1029/98JA00897
https://doi.org/10.1029/98JA00897
https://doi.org/10.1002/jgra.50093
https://doi.org/10.1029/RG020i003p00623
https://doi.org/10.1029/2006JA012015
https://doi.org/10.1029/2001JA002002
https://doi.org/10.5194/angeo-30-515-2012
https://doi.org/10.1029/2010JA015746
https://doi.org/10.1029/2002JA009446
https://doi.org/10.1016/S1464-1917(98)00028-2
https://doi.org/10.1029/2000GL000064
https://doi.org/10.1111/j.1365-246X.1978.tb05494.x
https://doi.org/10.1016/S0273-1177(02)80232-0
https://doi.org/10.1029/2010JA015764
https://doi.org/10.1029/2010JA015764
https://doi.org/10.1016/j.jastp.2007.10.011
https://doi.org/10.1029/GM125p0073
https://doi.org/10.1029/91JA00569
https://doi.org/10.1029/1999JA900311


Tanskanen, E., Pulkkinen, T. I., Koskinen, H. E. J., & Slavin, J. A. (2002). Substorm energy budget during low and high solar activity: 1997
and 1999 compared. Journal of Geophysical Research, 107(A6), 1086. https://doi.org/10.1029/2001JA900153

Temerin, M., & Li, X. (2006). Dst model for 1995–2002. Journal of Geophysical Research, 111, A04221. https://doi.org/10.1029/
2005JA011257

Tenfjord, P., & Ostgaard, N. (2013). Energy transfer and flow in the solar wind‐magnetosphere‐ionosphere system: A new coupling func-
tion. Journal of Geophysical Research: Space Physics, 118, 5659–5672. https://doi.org/10.1002/Jgra.50545

Turner, N. E., Baker, D. N., Pulkkinen, T. I., Roeder, J. L., Fennell, J. F., & Jordanova, V. K. (2001). Energy content in the storm time ring
current. Journal of Geophysical Research, 106(A9), 19,149–19,156. https://doi.org/10.1029/2000JA003025

Uritsky V. M. (1996). 1/f‐like spectra of geomagnetic fluctuations: Expression of self‐organized criticality? In Book of abstracts of the
International Conference on Problems of Geocosmos, June 17–23, (p. 110). St. Petersburg, Russia.

Uritsky, V. M., & Pudovkin, M. I. (1998a). Fractal dynamics of AE‐index of geomagnetic activity as a marker of the self‐organized criticality
in the magnetosphere (in Russian). Geomagnetizm iAeronomia, 38(3), 17–28.

Uritsky, V. M., & Pudovkin, M. I. (1998b). Low frequency 1/f‐like fluctuations of the AE‐index as a possible manifestation of self‐organized
criticality in the magnetosphere. Annales Geophysicae, 16(12), 1580–1588.

Uritsky, V. M., Pudovkin, M. I., & Steen, A. (2001). Geomagnetic substorms as perturbed self‐organized critical dynamics of the magne-
tosphere. Journal of Atmospheric and Solar‐Terrestrial Physics, 63(13), 1415–1424. https://doi.org/10.1016/S1364‐6826(00)00243‐1

Uritsky, V. M., & Semenov, V. S. (2000). A sandpile model for global statistics of reconnection events in the magnetotail. In H. K. Biernat, C.
J. Farrugia, & D. F. Vogl (Eds.), The Solar Wind ‐Magnetosphere System 3 (pp. 299–308). Osterreichische Akademie der Wissenschaften,
Wien.

R.A.M. Van der Linden and the SIDC team (n.d.), online catalogue of the sunspot index, http://sidc.oma.be/html/sunspot.html.
Vasyliunas, V. M., Kan, J. R., Siscoe, G. L., & Akasofu, S. I. (1982). Scaling relations governing magnetospheric energy‐transfer. Planetary

and Space Science, 30(4), 359–365. https://doi.org/10.1016/0032‐0633(82)90041‐1
Wang, C., Han, J. P., Li, H., Peng, Z., & Richardson, J. D. (2014). Solar wind‐magnetosphere energy coupling function fitting: Results from a

global MHD simulation. Journal of Geophysical Research: Space Physics, 119, 6199–6212. https://doi.org/10.1002/2014JA019834
Workshop report, National Research Council of the National Academies (2008). Severe space weather events—Understanding societal and

economic impacts—. Washington, DC: The National Academies Press.
Wygant, J. R., Torbert, R. B., &Mozer, F. S. (1983). Comparison of S3‐3 polar‐cap potential drops with the interplanetary magnetic‐field and

models of magnetopause reconnection. Journal of Geophysical Research, 88(A7), 5727–5735. https://doi.org/10.1029/JA088iA07p05727
Youssef, M., Mahrous, A., Mawad, R., Ghamry, E., Shaltout, M., El‐Nawawy, M., & Fahim, A. (2011). The effects of the solar magnetic

polarity and the solar wind velocity on Bz‐component of the interplanetary magnetic field.Advances in Space Research, 49(7), 1198–1202.
https://doi.org/10.1016/j.asr.2011.07.023

10.1029/2018EA000468Earth and Space Science

BANERJEE ET AL. 576

 23335084, 2019, 4, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2018E

A
000468, W

iley O
nline L

ibrary on [15/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://doi.org/10.1029/2001JA900153
https://doi.org/10.1029/2005JA011257
https://doi.org/10.1029/2005JA011257
https://doi.org/10.1002/Jgra.50545
https://doi.org/10.1029/2000JA003025
https://doi.org/10.1016/S1364-6826(00)00243-1
http://sidc.oma.be/html/sunspot.html
https://doi.org/10.1016/0032-0633(82)90041-1
https://doi.org/10.1002/2014JA019834
https://doi.org/10.1029/JA088iA07p05727
https://doi.org/10.1016/j.asr.2011.07.023




An SOCApproach to Study the SolarWind‐Magnetosphere
Energy Coupling
Adrija Banerjee1, Amaresh Bej1 , T. N. Chatterjee2, and Abhijit Majumdar1

1Department of Physics, Indian Institute of Engineering Science and Technology, Howrah, India, 2Department of
Electronics, Dinabandhu Andrews College, Kolkata, India

Abstract Solar wind‐magnetosphere interaction and the injection of large quantity of plasma particles
into the Earth's magnetosphere are the primary reasons behind geomagnetic storm, auroral effects, and,
in general, all the fluctuations observed in the terrestrial magnetic field. In this paper, we analyzed the
perturbed magnetosphere as a sandpile‐like cellular automata model based on the concept of self‐organized
criticality and many‐body interactive system and proposed a solar wind‐magnetosphere energy coupling
function in terms of interplanetary magnetic field BZ, the zth component of interplanetary magnetic field.
The function determines the cusp width W depending on the intensity of (−BZ − BTh) where BTh is the
threshold value. The model generates two output series, which are the numerical representation of the
real‐time Dst index and AE index series, respectively. For our study, the range of years 1997–2007 of the 23rd
solar cycle had been considered here. The threshold value BTh plays a significant role in the analysis and
exhibits a proportional relationship with the yearly mean total number of sunspots for each year of the range
1997–2007 of the 23rd solar cycle. For each year, the two resultant output time series of the model display
high‐correlation coefficients with the real‐time Dst and AE indexes, respectively, which denotes the
acceptability of the proposed energy coupling function and its relation with the solar activities.

1. Introduction

The solar wind‐magnetosphere interaction and the energy coupling can be considered as the key factor to
understand the various dynamical properties of the terrestrial magnetosphere. The solar wind, a stream of
highly energized plasma particles, emitted from the Sun's outer atmosphere, is coming toward the Earth
with an average speed of 400 km/s. These huge amounts of particles are injected into the Earth's magneto-
sphere through the cusps controlled by the zth component of the interplanetary magnetic field (IMF), BZ.
The direction andmagnitude of IMF BZ is the primary controller of the solar wind‐magnetosphere reconnec-
tion along with the dynamic pressure of the solar wind. A detailed knowledge of the energy coupling
mechanism is important to estimate the total amount of injected solar wind energy in the geospace as this
energy drives all the geomagnetic fluctuations in the terrestrial magnetosphere, causing intense geomag-
netic storm or auroral activities (Russell, 2000, 2013).

Extreme geomagnetic activity is considered to be a serious threat to the Earth's technological and electrical
systems. In the time of severe geomagnetic storm, solar wind injects a large amount of ionized particles into
the Earth's magnetosphere, rapidly changing the intensity of the magnetic field which in turn induces an
electric field on the surface of the Earth. This induced electric field then drives a current through any elec-
trical network by forming a potential difference between the ground points of that network. This current is
known as geomagnetically induced current (GIC). The intensity of GIC has been noted as large as over
100 A, though a few amperes is sufficient to unexpectedly collapse any electrical infrastructure causing a
huge loss of money and related hazards (Kappenman et al., 1997). The 13 March 1989 geomagnetic storm
and the complete collapse of Hydro Quebec power grid resulting in 9 hr blackout for 6 million customers
[Hydro‐Québec, Understanding Electricity,1989; Kappenman et al., 1997], the 30‐hr blackout of the Wide
Area Augmentation System managed by the Federal Aviation Administration, and the damage of
Japanese ADEOS‐2 satellite due to the Halloween solar storm in 2003 are some of the most prominent exam-
ples [CENTRA Technology Inc. report 2011; NOAA Technical Memorandum 2003; Workshop report of
National Research Council of the National Academics 2008]. Also, past records of GIC‐triggered hazards
include complete disruption of power grids and transformers; malfunction of railway equipment and satel-
lite hardware; severe collapsing of telecommunication, navigation, and computer systems; and increase of
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steel corrosion in pipeline networks, particularly in countries like the United States and Canada or northern
Europe, located in the upper latitudes and affected most by the auroral electrojet current [CENTRA
Technology Inc. report 2011; Kappenman et al., 1997; NOAA Technical Memorandum 2003]. So a compre-
hensive knowledge of the solar wind‐magnetosphere interaction and the underlying physical process of geo-
magnetic activity is crucial to save human society from its severe negative effects.

The solar wind‐magnetosphere energy coupling mechanism became a subject of keen interest and curiosity
in the past decades. The complex dynamics of the energy coupling process, the rate of energy transfer into
the magnetosphere, and the distribution of the injected energy in the magnetosphere‐ionosphere system
as well as the role of the various solar wind parameters controlling the overall process had been rigorously
studied, analyzed, and characterized in numerous works. A number of solar wind energy coupling functions
had been presented (Akasofu, 1981; Finch & Lockwood, 2007; Gonzalez, 1990; Gonzalez et al., 1989; Kan &
Lee, 1979; Newell et al., 2007; Perreault & Akasofu, 1978), while the nature of solar wind‐magnetosphere
interaction had been extensively studied in relation with the other solar wind parameters like velocity, ion
density, and dynamic pressure [Crooker et al., 1977; Crooker & Gringauz, 1993; Dungey, 1961; Mawad
et al., 2016; Newell et al., 2007; Papitashvili et al., 2000; Temerin & Li, 2006; Wygant et al., 1983; Youssef
et al., 2011]. Global magnetohydrodynamic simulations [Palmroth et al., 2003, 2005, 2006, 2010, 2012;
Papadopoulos et al., 1999. Pulkkinen et al., 2002, 2008, 2010; Wang et al., 2014] along with various other
methods (Bargatze et al., 1986; Murayama, 1982; Stamper et al., 1999) were also taken into account. The esti-
mation of the percentage of solar wind energy injected into the geospace, how much of this energy is dissi-
pating in the magnetosphere or in the ionosphere, and in general the entire energy transfer and dissipation
process long became the focus point of detailed investigations [Lu et al., 1998, 2013; Scurry & Russell, 1991;
Stern, 1984; Tanskanen et al., 2002; Tenfjord & Ostgaard, 2013; Turner et al., 2001; Østgaard et al., 2002;
Vasyliunas et al., 1982]. Though all these serious efforts produced significant results, solar wind‐magneto-
sphere‐ionosphere interaction still demands further attention to understand the complex nature of
geomagnetic disturbances.

In our previous work, we came to realize that geomagnetic disturbances on the Earth is an essentially com-
plex natural phenomenon having a number of underlying dynamics and quite impossible to predict accu-
rately, whereas Dst index, the measurement of geomagnetic activity, is a positively correlated fractional
Brownian motion having long‐range correlation (Banerjee et al., 2011). Enlightened by this outcome, we
aimed to develop a sandpile‐like cellular automata model, analogous to the Earth's magnetosphere to inves-
tigate the dynamical characteristics of the geomagnetic storm (Banerjee et al., 2015). Now sandpile model
was selected as the first example displaying the concept of self‐organized criticality, introduced by Bak
et al. in their 1987, 1988 pioneering papers. Since then, this algorithm had been extensively used to study
and analysis the physical process of geomagnetic fluctuations (Chang, 1992, 1999; Chapman et al., 1998;
Consolini, 1997; Consolini & Lui, 1999; Klimas et al., 2000; Takalo et al., 1999; Uritsky, 1996; Uritsky &
Pudovkin, 1998a, 1998b; Uritsky & Semenov, 2000). Our proposed 2015 model was a dissipative dynamical
system with both spatial and temporal degrees of freedom, based on the concept of self‐organized criticality
and a refined version of the model presented by Uritsky et al. (2001). Though it was a first‐order model with
basic considerations, the resultant time series exhibited similar statistical characteristics of the real‐time Dst
index. The acceptability of the model and its curious outcome made us realize the significance of the solar
wind‐magnetosphere interaction and motivated us to further investigate the true nature of the energy
coupling mechanism.

In the present paper, we continued our analysis based on the sandpile‐like cellular automata model of the
terrestrial magnetosphere, presented in our 2015 paper (Banerjee et al., 2015). We proposed a definite solar
wind‐magnetosphere energy coupling function in terms of IMF BZ and a threshold value, BTh. The function
is a hyperbolic tangent one which determines the cusp widthW at any time t. The model produces two out-
put series which are the numerical representations of the real‐time Dst index and AE index series, respec-
tively. To examine the validity of the proposed energy coupling function, the correlation coefficients
between the simulated output series, the real‐time Dst, and AE index series had been estimated respectively.
The entire 23rd solar cycle had been studied, and the real‐time data of solar ion density, flow speed, and IMF
BZ had been considered here. The result shows significant values of correlation coefficients between the
simulated and real‐time series for a specific value of the BTh for each year. The parameter BTh plays a key
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role here as it varies exactly proportionally to the variation of the yearly mean total number of sunspots for
each year of the range 1997–2007 of the 23rd solar cycle, revealing the direct influence of solar activities on
the solar wind‐magnetosphere reconnection phenomena.

2. Method

The cellular automata‐based sandpile model presented here is a refinement of the model proposed in our
previous paper (Banerjee et al., 2015). In summary, the model, a numerical representation of the Earth's
magnetosphere, is a finite matrix of n × n elements, characterized by energy E, which is a function of time
and space. With analogy to the Earth, open boundary condition had been considered, denoting upper (i = 1,
j = 1 to n) and lower (i = n, j = 1 to n) boundary regions of the system. Solar wind emitted from the Sun is
coming toward the Earth. It interacts with the terrestrial magnetosphere, a reconnection occurs, and a sig-
nificant amount of ionized particle penetrates into the geospace through the cusp, altering its energy.
The energy unit dE at any time t is calculated using the real‐time ion density and flow speed data obeying
the equation

dE tð Þ ¼ norm 1
�
2×ion density× flow speedð Þ2� �

(1)

For initialization, each of the cells of the matrix is credited with a small amount of solar wind energy follow-
ing the equations

Etþ1 i; jð Þ ¼ Et i; jð Þ þ Kr×dE tð Þ for i ¼ 2 to nþ 1; j ¼ 1 to n (2)

and

Etþ1 i; jð Þ ¼ Et i; jð Þ þ Ka×dE tð Þ for i ¼ 1; j ¼ 1 to n (3)

where Kr and Ka are constants.

Both the direction and the intensity of the zth component of the IMF, BZ determines the cusp widthW, thus
controlling the amount of energy injected into the system. For the cellular automata model of n × n matrix
presented here, the cusp widthW is a square of cells surrounding the cell (i= n/2, j= n/2), that is, the cell in
the center of the matrix. For a large northward BZ, the cusp width W is minimum 0, whereas for a large
southward BZ, the cusp width W has a maximum value, Wm = (n − 1)2. Wm has a constant value for a
constant n.

The functional relationship of W and BZ proposed here is

W tð Þ ¼ Wm
* tanh −BZ−BThð Þ=λð Þð Þ þ 1ð Þ=2 (4)

where BTh is the threshold value of IMF BZ to open up the cusp and λ is a constant. The parameter BTh is the
most significant factor in the entire analysis as it controls the net amount of solar wind‐magnetosphere
energy coupling area. At any time t, the hyperbolic tangent term in equation (4) generates a value in the
range of 0 to 1. For a large southward BZ, the hyperbolic tangent term is 1 andW =Wm, whereas for a large
northward BZ the term is 0 andW = 0. In between the extrema,W has an intermediate value depending on
the value of (−BZ − BTh). W has a numeric value.

The input energy dE(t) is injected into the model through W number of cells following the equation

Etþ1 i; jð Þ ¼ Et i; jð Þ þ dE tð Þ for i ¼ n=2±p; j ¼ n=2±p (5)

where p = round ((√W − 1)/2).

Now if the altered energy of the cell (i,j) crosses the threshold value ETh of the system, the excess energy is
distributed among the adjacent neighbors obeying the equations
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Etþ1 i; jð Þ ¼ Et i; jð Þ−4 (6)

and

Etþ1 i±1; j±1ð Þ ¼ Et i±1; j±1ð Þ þ 1−Ed=4ð Þ (7)

where Ed is the dissipation factor and (i ± 1) ≥ 1 or 2 according to the case.

The total energy of the system at any time t can be calculated as

E1 tð Þ ¼ ΣE i; jð Þ for i ¼ 2 to nþ 1; j ¼ 1 to n (8)

The differential value of the energy stored in the system at any time t is then estimated by

E2 tð Þ ¼ ΔE1 tð Þ (9)

For further refinement, the above time series is then processed by a moving‐average filter of span 72 to get
the final output series as

Er tð Þ ¼ −MA E2ð Þ (10)

Er(t) is an estimation of the differential value of the energy stored in the system and can be considered as a
numerical equivalent to the Dst index. Now a high correlation coefficient between the simulated series Er(t)
and the real‐time Dst index can establish the validity of the proposed coupling function.

The real‐time hourly averaged Dst index data set has been obtained from OMNIWeb. To remove the noise
and fine‐scale structure, the data set is further processed by a moving‐average filter of span 72 to get a series,
namely, EDst(t + T) where T denotes the time shift or time lag. Now cross correlation is considered as a stan-
dard technique to measure the degree of similarity between two time series, and this method had been
applied here to determine the correlation between the series Er(t) and EDst(t + T). To estimate the optimum
cross‐correlation coefficient between these two series, the series Er(t) had been compared to the time‐shifted
real‐time Dst index, EDst(t + T) where T is varied in the range of values 0 to 720 hr, and for each value of T,
the correlation coefficients between the two series had been noted down along with the exact value of T.
Here T is the lag value of duration 1 hr associated with the cross‐correlation method.

As open boundary condition has been considered, the excess energy transmits outside the grid after
reaching the upper (i = 1, j = 1 to n) and lower (i = n + 2, j = 1 to n) boundary regions of the system.
With analogy to the Earth, these upper and lower boundaries can be considered as the northern and
southern polar cusps of the Earth, while this energy transfer process is similar to the transmission of the
excess energy of the Earth's magnetosphere to the ionosphere through the polar cusps. Thus, the amount
of excess energy dissipated through the upper boundary or northern polar cusp can be estimated as

E3 tð Þ ¼ ΣE i; jð Þ for i ¼ 1; j ¼ 1 to n (11)

and the differential energy value as

E4 tð Þ ¼ ΔE3 tð Þ (12)

Similarly, as equation (10) the moving‐average technique has been applied to equation (12) to get the
following one

Ea tð Þ ¼ MA E4ð Þ (13)

Equation (13) is the measurement of the excess energy dissipated in the ionosphere from the magnetosphere
through the polar cusps and can be considered as a numerical representation of the auroral electrojet (AE)
index. Similar as before, the real‐time AE index data series has been obtained from OMNIWeb and further
processed by a moving‐average filter of span 72 to get the series EAE(t + T), where T is the time shift or time
lag. Again, the method of cross correlation had been applied here to determine the amount of correlation
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between the two series Ea(t) and EAE(t + T), considering T as the associated lag value of duration 1 hr. The
correlation coefficients between the simulated series Ea(t) of equation (13) and the real‐time EAE(t + T) had
been estimated to further strengthen the validity of the proposed coupling function. Here also, the series
Ea(t) had been compared with the time‐shifted AE index, EAE(t + T) where T is varied in the range of values
0 to 720 hr to achieve the optimum correlation coefficient between the two series. For each value of T, the
associated correlation coefficients had been recorded.

As mentioned before, the threshold value BTh of equation (4) is playing the key role in the entire analysis as
the term (−BZ − BTh) controls the widening or narrowing of the cusp width and the amount of solar wind
energy injected into the magnetosphere at any time t. In this work, we had studied the variation of the
magnitude of the solar wind‐magnetosphere coupling with variation of BTh and its subsequent effect on
the overall dynamics of the system.

3. Data source

Here we used the hourly averaged Dst index, AE index, solar wind ion density, flow speed, and BZ compo-
nent of the IMF data from the year 1997 to the year 2007 as extracted from NASA/GSFC's (Goddard
Space Flight Center) OMNI data set through OMNIWeb (King & Papitashvili, 2005). The OMNI data were
obtained from the GSFC/SPDF (Space Physics Data Facility) OMNIWeb interface at the OMNIWeb website
(http://omniweb.gsfc.nasa.gov). We used the Dst index and AE index data obtained from OMNIWeb to com-
pare with the estimated series Er(t) and Ea(t), respectively.

For the yearly mean total number of sunspots, the source credit is the sunspot data from the World Data
Center SILSO (Sunspot Index and Long‐term Solar Observations; Sunspot Number and Long‐term Solar
Observations, Royal Observatory of Belgium, on‐line Sunspot Number catalogue: http://www.sidc.be/
SILSO/, ‘1997–2007’).

4. Result and Discussions

To study the dynamics of the system depending on the solar wind‐magnetosphere coupling, we had consid-
ered the range of years 1997 to 2007 of the 23rd solar cycle. The input energy dE had been calculated using
equation (1) and using the real‐time value of flow speed and ion density. The cellular automata model is a
matrix having a dimension of n × n. Here it is taken as n = 50, that is, the matrix contains 50 × 50 cells.
The input energy dE(t), calculated from OMNIWeb data is an one‐dimensional time series. At any time t,
the total cusp area W is determined using equation (4). The cusp area is a square having the cells

i = 25 ± p, j = 25 ± p where p = round ((√W − 1)/2). The input energy dE(t) is injected into all these cells
of i = 25 ± p, j = 25 ± p according to equation (5) stated in the section 2. The values of the different para-
meters are taken as ETh = 5, Ed = 0.001, Kr = 0.001, Ka = 0.1, λ = 0.5. All these values are constants for each
of the year in the range of 1997–2007. As referred in the section 2, our sandpile model is a refined version of
the model presented in our 2015 paper which was based on the model proposed by Uritsky et al. (2001).
Uritsky et al. set the threshold of excitation as ETh = 5 and suggested the value of the dissipation term
Ed < = 0.01 to study the wide‐range scale‐invariant behavior of the system. Following their work, we also
set ETh = 5 and Ed = 0.001 for our model. We studied the model for different values of Kr, Ka, and λ and
observed that the model output series matches best with the real‐time series for values Kr = 0.001,
Ka = 0.1, and λ = 0.5. So we considered these values of Kr, Ka, and λ constants for our entire analysis.

For each year, the value of parameter BTh had been varied in the range of −10.00 to 10.00 nT, and for each
value of BTh within this range, the correlation coefficients between the simulated series Er(t) of equation (10)
and the time‐shifted real‐time Dst index series EDst(t + T) as well as the series Ea(t) of equation (13) and the
time‐shifted real‐time AE index series EAE(t+ T) had been estimated respectively. While calculating the cor-
relation coefficients for the above two cases, the value of time lag T had been varied from T = 0 to 720 hr to
achieve the optimum value of the coefficients. Thus, the best correlation coefficient for each set is found
annually. The exact value of BTh and the particular value of T associated with the optimum coefficients
had been noted down along with the value of the coefficients. Table 1 displays the optimum values of the
correlation coefficients for each year in the range of 1997 to 2007 with the corresponding values of the
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parameter BTh and also the values of T for both the cases. The correlation coefficient R between two series A
and B is calculated using the equation

R ¼ ∑m∑n Amn−A
� �

Bmn−B
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m∑n Amn−A

� �� �2 ∑m∑n Bmn−B
� �� �2q (14)

Figure 1 represents a comparison between the actual waveforms of the simulated series Er(t) and the real‐
time Dst index series EDst(t + T) where T = 31 for the year of 2002. The optimum correlation coefficient
between these two series is 75.83% for BTh = 2.41 and T = 31 in this year. The top half of Figure 1 shows
the waveform of simulated output series Er(t), while the bottom half shows the waveform of the time‐shifted
Dst index series, EDst(t+ T) for the year 2002. Both the series are 1‐hourly time series having 8,578 data each.
The time in hour is plotted in the x axis. Here 8,000means t= 8,000, that is, the point of 8,000th hour. Each of
the year in the range of 1997–2007 contains 8,000–9,000 data.

Table 1
The First Three Columns of the Table Shows the Yearly Mean Total Number of Sunspots and the Values of the Threshold BZ, BTh for All the Years in the Range
of 1997–2007

Year
Yearly mean total
number of sunspots BTh (nT)

Comparison between Er(t) and EDst(t + T) Comparison between Ea(t) and EAE(t + T)

Optimum correlation
coefficient (%) Time lag T (hr)

Optimum correlation
coefficient (%) Time lag T (hr)

1997 28.90 1.25 70.27 24 74.53 2
1998 88.30 1.76 60.47 32 77.05 4
1999 136.30 2.18 64.23 24 66.06 5
2000 173.90 2.50 76.06 25 69.02 2
2001 170.40 2.47 72.64 21 72.28 0
2002 163.60 2.41 75.83 31 75.42 8
2003 99.30 1.86 62.99 25 59.47 10
2004 65.30 1.56 75.26 16 76.37 3
2005 45.80 1.40 60.64 35 75.96 11
2006 24.70 1.21 52.83 30 74.63 6
2007 12.60 1.10 62.79 43 81.18 12

Note. For this entire range of years, the optimum correlation coefficients between the simulated series Er(t) and the time‐shifted real‐time Dst index series
EDst(t + T) and the associated values of time lag T are displayed in the fourth and fifth columns, respectively, while in a similar fashion, the sixth and seventh
columns show the optimum correlation coefficients between the simulated series Ea(t) and the time‐shifted real‐time AE index series EAE(t + T) and the corre-
sponding values of time lag T, respectively.

Figure 1. (top) The plot of simulated output series Er(t) and (bottom) the plot of the time‐shifted Dst index series, EDst(t + T) where T = 31 for the year 2002. Both
the series are plotted with respect to time (hours). The value of BTh = 2.41 for this year and the optimum correlation coefficient between the two series is 75.83%. The
correlation coefficient between the two series is estimated using equation (14).
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Figure 2 displays the graphs of the simulated series Ea(t) and the real‐time AE index EAE(t + T) where T= 8,
also for the year of 2002. Here the optimum correlation coefficient between these two series is 75.42% for
BTh = 2.41 and T = 8. The top half of Figure 2 shows the waveform of simulated output series Ea(t), while
the bottom half shows the waveform of the time‐shifted AE index series, EAE(t + T) for the year 2002.
Both the series are 1‐hourly time series having 8,601 data each. The time in hour is plotted in the x axis.

The current work is focused to propose a solar wind‐magnetosphere energy coupling function and to study
the subsequent energy transfer process using a cellular automata model of Earth's magnetosphere. To estab-
lish the validity of the model and the coupling function, the model had been simulated numerously for dif-
ferent set of values of the controlling parameters. For every simulation, the model output series had been
compared with the real‐time series. Finally, it is observed that for the set of values Kr = 0.001, Ka = 0.1,
and λ = 0.5 the model output series matches best with the real‐time series. So we have considered these
set of values constant for the entire range of the years 1997–2007. Now T denotes the time gap between

the injection of the plasma particles into the magnetosphere and its subse-
quent effect on the intensity of the horizontal magnetic field of the Earth.
As the amount of injected energy into the magnetosphere is not same for
every year, the value of T cannot be assumed as a constant for every year
beforehand; rather its value for each year had been obtained from
the result.

Figure 3 shows the plot of optimum correlation coefficient for each of the
years in the range of 1997–2007 for both sets of data, as obtained from
Table 1.

The above result exhibits a striking connection of the solar wind‐
magnetosphere reconnection with solar activities. Table 1 also shows
the yearly mean total number of sunspots for each year in the range of
1997–2007 of the 23rd solar cycle. As shown in Figure 4, for the entire
range of years, the parameter BTh varies proportionally with the yearly
mean total number of sunspots. The value of BTh is maximum 2.5 in the
year 2000 which is also the year of solar maxima having 173.9 yearly mean
total number of sunspots, while BTh reaches its minimum value 1.1 in the
year where the yearly mean total number of sunspots is only 12.6.

Studying the above observations thoroughly, we came to realize some sig-
nificant and meaningful points about the solar wind‐magnetosphere cou-
pling and the resultant geomagnetic disturbances which can be discussed

Figure 2. (top) The plot of simulated output series Ea(t) and (bottom) the plot of the time‐shiftedAE index series, EAE(t+ T) where T= 8 for the year 2002. Both the
series are plotted with respect to time (hours). The value of BTh = 2.41 for this year and the optimum correlation coefficient between the two series is 75.42%. The
correlation coefficient between the two series is estimated using equation (14).

Figure 3. Series 1 is the yearly plot of the optimum correlation coefficients
between the simulated series Er(t) and the time‐shifted real‐time Dst index
series EDst(t + T). Series 2 is the yearly plot of the optimum correlation
coefficients between the simulated series Ea(t) and the time‐shifted real‐time
AE index series EAE(t+ T). Year, in the range of 1997–2007 is plotted in the x
axis.
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here now. First of all, the cusp widthW due to the magnetic reconnection
is not a linear function of IMF BZ but a hyperbolic tangent one which takes
into account both the direction and magnitude of IMF BZ and also the
threshold value, BTh. For large northward BZ, the value of the function
is close to 0, and the cusp is almost closed; the amount of injected particles
into the magnetosphere is negligible. As the magnitude of the northward
BZ reduces below the threshold value, BTh, the cusp width W starts to
widen out resulting in a substantial amount of injection into the magneto-
sphere. As the IMF BZ changes direction and becomes southward, the
cusp width widens out further and continues to do so as long as the mag-
nitude of the southward BZ increases. The amount of injected particles
into the magnetosphere increases rapidly with the increasing cusp width.
Numerically, the cusp width can be a minimum zero value or completely
closed for an extreme northward BZ or can obtain a maximum value or
completely open for an extreme southward BZ. Between these extrema,
it varies proportionally with the variation of the magnitude
of (−BZ − BTh).

Second, the correlation coefficients between the simulated and output
series, shown in Table 1, exhibit moderate to high values and support

the rightness of the proposed coupling function in two ways, first in connection with the stored energy in
the magnetosphere and Dst index and second in connection with the excess energy dissipated into the iono-
sphere andAE index. The correlation coefficients are associated to a particular value of the parameter BTh for
each year. Most significantly, the parameter BTh displays a proportional relationship with the yearly mean
total number of sunspots for the entire solar cycle, revealing an influence of solar activities on the threshold
value, BTh. Higher number of solar spots indicates higher solar activity which increases solar wind and also
the coronal mass ejections, resulting in an injection of huge amount of plasma particles into the terrestrial
magnetosphere. The magnetic fields associated with coronal mass ejections also play a significant role in
magnetic reconnection. In this case, the cusp opens up for a comparatively higher value of northward BZ.
Now the threshold value of BZ to open up the cusp and enable the energy injection process into the magneto-
sphere is denoted by BTh, and it is observed from the result that the value of BTh is the highest at 2.5 nT of
northward BZ in the year 2000, the year of solar maxima of the 23rd cycle having 119.6 number of solar spots.
On the other hand, a lower value of BTh is observed in the years with lower number of solar spots. The year
2007 observed only 7.6 number of sun spots and the threshold value of BTh is 1.1 nT of northward BZ for that
particular year.

Finally, somemeaningful insights can be extracted from the number of shifts associated with the value of the
correlation coefficients for both sets of data series for each year. To estimate the optimum value of correla-
tion between the simulated series and the real‐time series, the simulated series had been compared to the
real‐time series shifted by T hours. The value of T is different for different years. For the year 2002, the opti-
mum correlation coefficient between the simulated series Er(t) and EDst(t + T) is 75.83% where T = 31. The
injected plasma particles into the terrestrial magnetosphere generates the ring current which in turn devi-
ates the intensity of the Earth's horizontal magnetic field from its average value. This deviation is measured
and termed asDst index. Here in this work, the output time series Er(t) is an estimation of the total amount of
energy in the system after injection and its subsequent distribution of the input energy at any time t, and it is
considered a simulated representation of this solar wind energy trapped in the magnetosphere responsible
for generating the Dst index. The observation that the series Er(t) matches best with the real‐time series
EDst(t + T) where T = 31 for the year of 2002 implies that the injected input energy at any time t affects
the Earth's horizontal magnetic field at (t + 31) hours in that very year. Similarly as the year 2002, such a
time interval of 16–43 hr between the energy injection into the magnetosphere and the effective depression
of horizontal magnetic field from its average value is present for all the years of the range 1997 to 2007 of the
23rd solar cycle as can be seen from Table 1.

The same observation had been noted down in the case of estimating the correlation between the simulated
series Ea(t) and the real‐time AE index, EAE(t + T) also. The extra solar wind energy injected into the

Figure 4. The threshold value, BTh, is plotted with respect to the yearly
mean total number of sunspots for the range of years 1997–2007 of the
23rd solar cycle. The graph shows a proportional relationship between these
two parameters.
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magnetosphere is released into the ionosphere generating the westward and eastward electrojet currents in
the auroral regions. AE index is calculated as the average value of AU and AL indexes, which in turn are the
measurements of the highest and lowest depressions of the auroral magnetic field from its average value due
to these westward and eastward electrojet currents, respectively. In our model the simulated output series
Ea(t) is equivalent to the excess energy released into the ionosphere, responsible for forming the AE index.
For the year of 2002, the optimum value of correlation coefficient between the two series is Ea(t), and
EAE(t+ T) is 75.42% for T= 8, which denotes a time interval of 8 hr between the energy release into the iono-
sphere and the depression of auroral magnetic field. All the years of 23rd solar cycle exhibit a time interval of
0 to 12 hours between the magnetosphere‐ionosphere interaction and the resultant disturbances in the aur-
oral magnetic field for similar reasons and are displayed in Table 1.

In summary, it can be realized from the above study's observations and discussions that the geomagnetic
fluctuation is not an instantaneous phenomenon; rather it takes some hourly time or in some cases near
about 2 days to build up the interlaying dynamics. Moreover, the proposed coupling function and the thresh-
old value of IMF BZ, namely, BTh, plays a crucial role in the entire analysis, controlling the area of the cusp
width and effectively the amount of input injection, while BTh maintains a direct relationship with the yearly
mean total number of sunspots and solar activities for a particular year.

5. Conclusion

Solar wind‐magnetosphere coupling is the most significant physical process determining the interlaying
dynamical structure of the geomagnetic storm. The energized stream of particles, known as solar wind,
interacts with the terrestrial magnetosphere depending on the magnitude and direction of the zth compo-
nent of the IMF, IMF BZ. The exact dynamics of solar wind‐magnetosphere reconnection process and the
subsequent geomagnetic disturbances is a topic of rigorous study for the last decades. In the present paper,
we investigated the nature, characteristics, and the effect of this phenomenon on the Earth's magneto-
sphere based on the concept of self‐organized criticality and many‐body interactive system. A sandpile‐like
cellular automata model having a dimension of n × n and characterized with energy E had been taken as a
numerical representation of the terrestrial magnetosphere. The input solar wind energy at any time t can be
calculated from the value of real‐time ion density and flow speed data. During the reconnection process, an
amount of solar wind energy is injected into the magnetosphere through the cusp and alters the energy of
the cells of the system. If the total energy of any cell crosses the predetermined threshold value, the excess
energy is distributed among its four adjacent neighbors though a small amount of energy is lost during this
distribution process. The excess energy reaching the marginal grids dissipates from the system representing
the magnetosphere‐ionosphere energy transfer process. The model generates two output series. The first
one is the series Er(t), which is an estimation of the total energy trapped in the system at any time t and
can be considered as an equivalent to the energy responsible for generation of ring current and the depres-
sion of the Earth's horizontal magnetic field from its average value. The second output series Ea(t) is the
estimation of excess energy dissipated from the system at any time t and can be taken as a simulated repre-
sentation of the excess energy released in the ionosphere during magnetosphere‐ionosphere interaction
which in turn forms the electrojet currents resulting the deviation of auroral magnetic field from its
average value.

From our previous study, we came to realize the extreme importance of the solar wind‐magnetosphere
reconnection regarding the overall geomagnetic disturbances in the Earth and its dependency on the IMF
BZ which motivated us to opt for a deep and involving study of the nature and dynamics of the coupling.
In the present paper, we proposed a coupling function to determine the cusp width in terms of IMF BZ.
The cusp widthW obeys a hyperbolic tangent function of BZ, which determines the coupling area depending
on the direction andmagnitude of BZ. For extreme northward BZ, the cusp is almost close whereas it starts to
widen out as the magnitude of the northward BZ reduces below a threshold value BTh. As the BZ becomes
southward, the cusp width further increases proportionally with the increasing magnitude of BZ and obtains
a maximum value for an extremely large southward BZ. The hyperbolic tangent term in the function numeri-
cally varies from 0 to 1 where the value 0 indicates the absolute closing of the cusp and the value 1 indicates
absolute opening of the cusp respectively. For the intermediated values, the cusp width is determined
according the hyperbolic tangent value of (−BZ − BTh).
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To investigate the of the proposed coupling function, the two simulated output series Er(t) and Ea(t) of the
model had been compared with the real‐time output of the geomagnetic phenomena, that is, with the
real‐time Dst index series, EDst(t + T), which is a result of solar wind‐magnetosphere interaction and
the AE index series, EAE(t + T), the result of magnetosphere‐ionosphere interaction. To obtain the
optimum correlation between the simulated series and the real‐time series, in both cases the real‐time
series had been time shifted by T hours and correlation coefficients had been calculated by varying the value
of T. The result shows moderate to high values of correlation coefficients in both the above cases for a spe-
cific value of the threshold parameter BTh for each year. Further investigation reveals that the variation of
the parameter BTh for the entire solar cycle of the year 1997 to the year 2007 obeys a proportional relation-
ship with the variation of yearly mean total number of sunspots in that solar cycle. This striking outcome
indicates direct influence of solar activities on the solar wind‐magnetosphere reconnection process.
Moreover, for the entire solar cycle, it is observed that a 16‐ to 43‐hr time interval is present between the
injection of solar wind energy into the magnetosphere during the magnetic reconnection process, and its
subsequent effect on the geomagnetic weather and the depression of terrestrial horizontal magnetic field
from its average value. Similarly, in the polar region, the disturbances recorded in the auroral magnetic field
at any time t is due to the excess energy released in the ionosphere some 0 to 12 hr before. All these detailed
studies and methodical analysis led us to the conclusion that solar wind‐magnetosphere energy coupling is
controlled by a hyperbolic tangent function of (−BZ − BTh) where the threshold value, BTh, plays the most
significant role under the direct influence of solar activities, and the consequent geomagnetic disturbances,
far from being an instantaneous phenomenon, possess an intricate underlying structure which needs some
hours to nearly a couple of days' time to build up the dynamics and to change the geomagnetic weather in
response to the injection of large amount of solar wind energy into the magnetosphere.

The solar wind‐magnetosphere coupling is the primary controller of all the geomagnetic fluctuations on
Earth. The true nature and actual dynamics of this coupling can reveal important information about all
those widely discussed geomagnetic phenomena like geomagnetic storm or auroral disturbances. It is vital
to know the exact amount of injected solar wind energy to understand the energy distribution in the magne-
tosphere along with the magnetosphere‐ionosphere energy transfer. A standard coupling function can esti-
mate the total input energy at any time t as well as the nature of the reconnection which enables us to better
understand a number of complex mechanisms in the geospace, like the energy distribution process, the
transfer of excess energy dissipated into the ionosphere to maintain the equilibrium, the effect of the injected
energy on the Earth's magnetic field, and also the time taken for this effect, the occurrence and duration of
geomagnetic storm, and many such other fluctuations related to geomagnetic weather. Moreover, the direct
relation of the threshold value BTh with the solar activities throws a new light on the overall analysis. The
analysis is a first‐order trial to investigate the complex natural process for further knowledge, and it did find
out some significant points, but simultaneously also indicates the complex and intricate underlying structure
possessed by the geomagnetic disturbances. Future work can be directed to acquire detailed knowledge of
this structure by developing the model to a higher degree incorporating the other controlling parameters
and physical effects in the algorithm.
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z Inorganic Chemistry

Ligand-Centered Radical Activity by a Zinc-Schiff-Base
Complex towards Catechol Oxidation
Subrata Das,[a] Amrita Sahu,[b] Mayank Joshi,[e] Suvendu Paul,[c] Madhusudan Shit,[d]
Angshuman Roy Choudhury,[e] and Bhaskar Biswas+*[a]

In this work, we present the synthesis and structural character-
ization of a new Zn(II)-Schiff base complex, [Zn(L)(H2O)] (1), [L=

N,N’-bis(3-methoxysalicylidene)-1,3-diamino-2-propanol]. Single
crystal X-ray structural analysis reveals that 1 crystallizes in
monoclinic system with P21/c space group. The compound
shows good photo-luminescence property in methanol me-
dium. This Zn(II) complex has been evaluated as a catalytic
system in the catalytic oxidation of 3,5-di-tert-butylcatechol
(DTBC) in methanol. The Zn(II) complex displays good catecho-
lase like activity with significant turn over, kcat(h

–1)=7.99×102

in methanol under aerobic condition. Very interestingly, we are
able to isolate the oxidation product as 3,5-di-tert-butylquinone
(2) in association with the substrate in the form of a single

crystal. Electron paramagnetic resonance (EPR), electron spray
ionization (ESI) mass and 1H nuclear magnetic resonance (NMR)
spectral analyses of the reaction mixture between Zn(II)
complex and DTBC recommend that the course of catalysis
proceeds through substrate-catalyst adduct formation & con-
firm the presence of radical pathways in favour of oxidation
products. The computation studies have been executed with
density functional theory and all experimental observations are
well rationalised with extensive theoretical calculations. Being a
redox inactive metal ion, catalytic oxidation of DTBC by Zn(II)
complexes will always be a remarkable example in the scientific
community.

Introduction

Coordination molecules containing Schiff base ligands have
special importance for their applications in the advancement of
molecular properties like catalysis, magnetism, optical proper-
ties and so on.[1–3] In all the transition metal ions, “zinc metal
ion” remains one of the most fundamental contributors in the
biological system and plays significant bio-functions in living
system. In this living world, nature controls elemental distribu-
tion in its own way and it is commonly observed that most of
the fundamental basic processes are metal centric like Mg(II) in
photosynthesis, Fe(II)/(III) in O2 transport phenomenon, Fe� Mo
metal ions in N2 fixation etc.

[4–6] So, designing of coordination

compounds which are suitable for mimicking of active sites for
different metalloenzymes has become a serious challenge to
the synthetic chemists. Bio-mimicking activities will not only
provide lots of important basic information about their bio-
functions but also head to make a clarification of their
mechanistic concern on such complex systems.[7–9] Zn(II)-Schiff
base complexes are mostly treated as potential photo-active
materials.[10] With a d10 electronic configuration, Zn(II) ion ions
have a pronounced effect on their photo-physical properties.
Unsaturation of coordination number at Zn(II) centre in several
zinc complexes makes it stronger Lewis acids. Other character-
istic features of zinc ions like Lewis acid activation, nucleophile
origination, rapid ligand exchange, and stabilization of leaving
group, make Zn(II) ion one of the most prevalent metal ions in
material sciences.[11,12]

Viewing of the oxidation reactions of laboratory and
industrial importance, it is of paramount interest to evaluate
efficient and selective oxidation catalysts.[13] Searching of the
new catalysts having ability to mimics the structural and
functional aspects of catechol oxidase enzyme has created
huge appeal in the modern research in bioinorganic
chemistry.[14–16] In this regards, we have synthesized a poly-
dentate (N,O)-donor Schiff base ligand, N,N’-bis(3-methoxysali-
cylidene)-1,3-diamino-2-propanol and its mononuclear Zn(II)-
Schiff base complex. The compound shows good photo-
luminescence property in methanol medium. This complex has
been employed as an effective catalytic system towards
catechol oxidation in MeOH. EPR, ESI� Ms and 1HNMR spectral
analysis of the reaction mixture between Zn(II) complex and
DTBC recommends that the course of catalysis proceeds
through Substrate-Catalyst adduct formation and confirms the
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radical mechanistic pathways with a significant turn over
number, kcat(h

–1)=7.99×102 in methanol in favour of 3,5-di-tert-
butylquinone. Further, all the experimental observations are
well corroborated with extensive theoretical calculations.

Results and discussion

Synthesis and formulation

The Zn(II) complex was prepared in the form of single crystals
by mixing of Zn(II) chloride with an (N,O)-donor Schiff base
ligand in 1:1 mole ratio in an aqueous methanolic medium
(Scheme 1). The structural composition of 1 was determined by

different analytical techniques like IR, UV-Vis, 1HNMR, ESI� Ms,
molar conductivity including single crystal X-ray diffraction
study. We have tried to produce best quality crystals for this
compound but we obtained best crystals with R factor ∼10,
even at 100 K structural refinement parameters.

Description of X-ray structures with theoretical support

Single crystal X-ray structural analysis reveals that Zn(II)-Schiff
base complex crystallizes in monoclinic system with P21/c space
group. An ORTEP view of the asymmetric units of 1 is shown in
Figure 1. The crystallographic refinement parameters of 1 are

listed in Table 1. Selected bond angles, and bond distances of 1
are presented in Table S1. The single crystal X-ray structural
analysis of 1 reveals that the coordination geometry of zinc(II)
centre adopts a perfect square pyramidal geometry, which is
also evident from geometric index value, τ=0.0; [τ= jβ-α j /60],
where α=90.0° and β=89.96 °; τ is 1 for a perfect trigonal-
bipyramidal geometry and is zero for a perfect square
pyramidal geometry.[17] The square plane in this square
pyramidal structure for Zn1 consists of two nitrogen atoms and
two oxygen atoms [N1,N2,O1,O2] from ligand backbone. The
coordinated aqua molecule [H2O in 1] occupies an axial
position in the square pyramid. The bond angle parameters
and trigonal index value indicate about an existence of a
perfect square pyramidal Zn(II)-Schiff base complex in the solid
state. Though this Schiff base ligand (L) actually behaves as a
polydentate ligand but all the donor centres are not employed
in the formation of Zn(II) complex. Previously it was seen that
this ligand acted as an important backbone for making hetero-
metallic clusters (3d–4f) which led to important magnetic
properties.[2b,c] In this present case, this particular ligand actually
displays selectivity towards Zn(II) ion and for this reason it is
observed that methoxy-O (O3 & O4) and alkoxy-O (O6) remains
unemployed in the structural building,

Computational study for the optimization of the molecular
structure of Zn(II)-Schiff base complex in the gas phase is also
performed through the DFT method in combination with
B3LYP theoretical model and 6–311G basis set. The gas phase
molecular structure for zinc complex is presented in Figure 2.

Gas phase structure of this Zn(II) complex also indicates the
existence of a square pyramidal coordination geometry with
similar coordination linkages. Phenolic-O (O1, O2) and imine-N
(N1, N2) of the Schiff base ligand coordinate with Zn(II) centre
in a plane through charge pair and the lone pair of electrons
while water molecule (O5) sits at the axial position of the
square pyramid. Gas phase structure also resembles well with
the crystal structure of the zinc compound but found little bit a

Scheme 1. Preparative method for the zinc(II) complex

Figure 1. An ellipsoid plot (30% probability) of [Zn(L)(H2O)] (1) with atom
numbering scheme.

Figure 2. Gas phase molecular structure of [Zn(L)(H2O)] (1) obtained with
DFT/B3LYP/6-311G theoretical method.
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distorted form. Computed bond angles, and bond distances of
1 in gas phase are also given in Table S1.

We are able to isolate the oxidation product in the form of
single crystals. According to X-ray structure it is revealed that
the molecules crystallise in a triclinic system with P-1 space
group. An ORTEP view of the asymmetric units of 2 is shown in
Figure S1. X-ray structural analysis of the oxidation product
shows that two catechol units in different conformations in
solid state form a dimeric unit through H-bonding interaction.
This interaction between the dimeric catechol unit and quinone
unit is also established through H bond. In this H-bonded
adduct formation, it is observed that water molecule acts as a
donor towards oxidation product (3,5-di-tert-butylquinone) and
also plays an acceptor to catechol unit. The crystallographic
refinement parameters of 2 are also given in Table 1. Selected
bond angles and bond distances of 2 are given in Table S2.
Literature survey on the crystal structure of 3,5-DTBQ indicates
that Wen et al,[18] isolated this compound in the form of a single
crystal. Most interestingly, C� O bond distances are found in the
quinone unit [C2-O1, 1.216 Å; C1-O2, 1.230 Å] while C� O
distances are seen as C15-O3, 1.371 Å; C16-O4, 1.384 Å; C29-O5,
1.371 Å, C30-O6, 1.382 Åin two asymmetric catechol units. So,
the crystallographic bond distances in quinone supports
strongly the existence of 3,5-DTBQ unit in the solid state.

Experimental and theoretical views on the solution
properties of Zn(II) complex

The structural rigidity of the mononuclear Zn(II) compound in
solution state has been investigated by different analytical

methods like UV-Vis spectroscopy, steady-state fluorescence
study, molar conductivity, ESI� Ms spectral analysis. The Zn(II)
compound is soluble in most of the polar solvents like
methanol, dichloromethane and water.

The UV-Vis spectrum for the Zn(II) compound in methanolic
solution at room temperature showed high-intensity transitions
up to 350 nm (Figure S2). High-intensity transitions at 246 and
311 nm are assignable to the π!π* and n!π* electronic
transitions correspond to –C=N- chromophore of Schiff base
ligand in methanolic solution.[19] A broad and low-intensity
transition at 337 nm indicates ligand to metal centre charge
transition (LMCT) in the Zn(II)-Schiff complex. We kept the
solution for 5 days in MeOH at RT and re-measured the optical
spectrum for 1. The position of the spectral bands remains in
the same region and supports for structural rigidity for 1.

TD-DFT is commonly used to determine the electronic
properties of metal complexes in excited states. With an aim to
get a better view on the nature of optical spectrum of Zn(II)-
Schiff base compound, we have performed TD-DFT studies. The
low energetic electronic transitions in HOMO!LUMO/ HOMO-
1!LUMO+1 (Figure 3) depict the electronic activity for this
complex in solution. It is well known that lower the energy gap
associated with HOMO & LUMO higher will be the activity and
consequently lower will be the stability of a molecule.
Absorption bands based on the theoretical calculation in gas
phase shows the electronic transitions at ∼240 and 297 nm for
1 (Figure S2). From the orbital contribution, it is clear that the
absorption bands of 1 are interpreted in terms of !* and !*
transitions. The experimental and calculated wavelength of
bands observed for 1 is reported in Table S3.

Table 1. Structural refinement parameters for 1 & 2

Parameters
Empirical formula

Compound 1
C19H22N2O6Zn

Compound 2
C42H66O7

Formula weight 439.75 682.94
T (K) 293 100
Wavelength (Å) 0.71073 0.71073
Crystal system Monoclinic Triclinic
Space group P21/c P-1
Unit cell dimensions
a (Å)) 24.014(5) 10.0551(5)
b (Å) 5.0014(12) 14.7624(7)
c (Å) 14.952(4) 15.2018(9)
α (°) 90.0 112.927(5)
β (°) 89.96(2) 92.375(4)
γ (°) 90 100.673(4)
V (Å3) 1795.8(7) 2026.2(2)
Z 4 2
1 (gm cm–3) 1.627 1.119
Absorption coefficient (mm–1) 1.409 0.074
F(000) 912 748
Crystal size (mm3) 0.1×0.2×0.2 0.19×0.2×0.2
Theta range for data collection
Index ranges (h, k, l)! -26< =h< =26, � 11< =k< =11, � 27< = l< =27
Reflections collected
Independent reflections
R(int)
Final R indices [I>2sigma(I)]
Largest diff. peak and hole

2.5 to 32.90.
-36,33; � 7,7; � 21, 21
21322
6348
0.200
R1=0.1032, wR2=0.2982
1.65 and � 1.29 e. Å–3

2.5 to 32.80.
-15,14; � 21,22; � 22, 22
45909
14179
0.068
R1=0.0804, wR2=0.2636
1.09 and � 0.67 e. Å–3
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The ESI-MS spectral analysis of 1 further confirms in favour
of molecular integrity in solution for [Zn(L)(H2O)] (1). ESI mass
spectrum of 1 in methanolic solution displays the base peak at
m/z 360.11 for [(L)+H+] (Figure S3) while another important
peak at m/z 440.87 indicates the presence of molecular ion
peak in MeOH medium. The ESI� Ms of methanolic solution of
Zn(II) compound confirms its solution stability.

We also carried out the measurement of molar conductivity
at room temperature under an aerobic condition for Zn
complex. We have taken solution of 1.10×10–3 M concentration
and found molar conductance as 5.7 μS/cm. Molar conductance
value of this compound strongly suggests non-electrolytic
nature in methanolic solution and recommends solution
stability for this Zn(II) complex.

We have also recorded 1HNMR spectrum for the Zn(II)-Schiff
base complex in CDCl3 solvent at RT (Figure S4). From the NMR
spectrum, it can also be revealed that Ph-OH and -HC=N of the
ligand backbone actually serve as effective donor sites towards
Zn(II) ion and form an innermetallic compound of first order.
While solvent aqua molecule sits at axial position to form a
perfect square pyramidal structure (Figure S4).

Luminescence property with lifetime decay of the Zn(II)
compound

The photoluminescence spectrum of the Zn(II) compound (λex
246, 311 nm) in methanol at 298 K is presented in Figure 4. The
emission wavelength for Zn(II) compound in methanolic
solution is 355 nm (Figure 4). The excited state mean lifetime of
the Zn(II)-Schiff base complex is found to have 8.19 ns. Time
dependent photoluminescence decay profile for this complex
is given in Figure 4. It is seen that the compound is quite stable

in solution and stable in its monomeric form in solution. The
nature of emission, in this case, indicates the possibility of
ligand-to-metal charge transfer..[20,21] The previous scientific
literature on the Zn(II) compounds also agree with our
observation [10b,c].

Catecholase activity of the Zn(II) complex and its mechanistic
inferences

To study catecholase activity for Zn(II)-Schiff base complex, we
have considered 3,5-di-tert-butyl catechol (DTBC) as a model
substrate. DTBC is treated as the standard substrate for having
two bulky t-butyl substituents to the aromatic ring and for
having low quinone-catechol reduction potential. This low
quinone-catechol reduction potential value actually helps to
easy oxidation of catechol to the corresponding o-quinone,
DTBQ (Scheme 2). In general, DTBQ is highly stable in solution
and exhibits a maximum absorption at 401 nm in methanol.[22]

During the investigation of catecholase activity for this
mononuclear Zn(II)-Schiff base complex in air saturated meth-
anol solvent, a 1×10 � 4 M solution of Zn(II) complex was added

Figure 3. Images of the frontier molecular orbitals of 1 computed using
B3LYP/6-311G theoretical method and methanol/IEFPCM solvent model.

Figure 4. Time dependent photoluminescence decay profile for Zn(II) com-
plex in MeOH [Inset: Fluorescence spectrum of 1, λex=311 nm].

Scheme 2. Catalytic Oxidation of 3,5-DTBC to 3,5-DTBQ in Air-Saturated
methanol solvent
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to 1×10–2M (100 equiv.) of 3,5-DTBC solution in same solvent.
The course of catalytic oxidation was followed by spectropho-
tometry at a time interval of 8 min for 2 h (Figure 5). Complex 1

in methanol showed characteristics spectral bands at 246 and
311 nm while 3,5-DTBC exhibited a high intensity single band
at 284 nm.[23] With the progress of catalytic oxidation, it is seen
that intensity of the catechol band gradually declined and
concomitantly new bands correspond to the maximum at
∼401 & 543 nm was formed (Figure 5). This observation in
spectrophotometry proves the oxidation of 3,5-DTBC to 3,5-
DTBQ with simultaneous production of semiquinone species in
a consolidated way. The respective oxidation product, 3,5-
DTBQ was extracted in isolated yield and purified by column
chromatography by using hexane-ethyl acetate as an eluant
mixture. The product was identified by H1 NMR spectroscopy.
1HNMR (CDCl3, 400 MHz) δH: 1.16 (s, 9H), 1.20 (s, 9H), 6.15 (d,
J=2.4 Hz, 1H), 6.86 (d, J=2.4 Hz, 1H).

The kinetics of catalytic oxidation of 3,5-DTBC were
performed by the method of initial rates. The growth of the
quinone band was monitored at 401 nm as a function of
time.[24] The colour of the solution became reddish brown
during the course of catalysis. This physical change is also
indicative for the conversion of 3,5-DTBC to 3,5-DTBQ. The
complex illustrated about a saturation kinetics where kinetic
reactions followed Michaelis-Menten model. Michaelis-Menten
binding constant (Km), maximum velocity (Vmax), and rate
constant for dissociation of substrate (i. e., turnover number,
kcat) were determined from Lineweaver � Burk graph using the
follwing equation, 1/V= {KM/Vmax}{1/[S]} + 1/Vmax. These kinetic
parameters were obtained through the graphical plot of 1/V vs
1/[S] (Figure S5), To reveal the high catalytic activity of 1, we
draw a comparison between our Zn(II)-Schiff base complex and
some other Zn(II)–Schiff base complexes [Table 2]. The turnover
number (kcat) for the zinc complex is 7.99×10

2 h–1 in MeOH. The
kinetic parameters of 1 are presented in Table 2.

It is unprecedented that zinc complexes containing Schiff-
base ligands display similar functional activities like a Cu(II)
based metalloenzyme, catechol oxidase. Generally, it is seen
that zinc ions are involved in the redox process with the two-
electron transfer. So in order to elucidate the reason favouring
catechol oxidation activity exhibited by this Zn(II)-Schiff base
complex, EPR study was carried out. The X-band EPR spectra
for the solutions containing Zn(II)-Schiff base complex in
presence and absence of DTBC were separately recorded in
CH2Cl2 at 298 K. The spectra are presented in Figure 6. The EPR

signal for this Zn(II)-Schiff base complex and DTBC at 298 K
remains silent and found as EPR inactive. Mixing of different Zn
(II) salts with DTBC didn’t produce any signal in the EPR
spectrum. The EPR study was also performed at 298 K,
promptly after mixing the Zn(II) complex with 3,5-DTBC in an
inert atmosphere and spectra were recorded at 5 min, 60 min
and 120 min time interval. Figure 6 shows a broad, nearly
isotropic EPR signal at g � 2.0. A control experiment, in
identical experimental condition, shows that Zn(II) complex, as
well as a mixture of different Zn(II) salts and 3,5-DTBC, found
EPR silent. Thus, the EPR signal, which is a definite indication of
formation of some ligand-centred radical species, is generated

Figure 5. Increase of optical bands at 401 nm & 543 nm for semiquinone
species upon addition of 100 equivalents of (3,5-DTBC to a solution
containing zinc complex (1) (10–4 M) in methanol at 25°C. The spectra were
recorded after every 8 min.

Table 2. Kinetic parameters for the catalytic oxidation of DTBC by 1 in
MeOH at 25°C

Complex Vmax (M s
–1) Km (M) kcat ( h

–1) Ref

1* 2.22×10–5 9.28×10–4 7.99×102 Present
1 3.0×10–3 1.06×10–3 1.33×103 9b
[Zn2 L

3Cl3] 8.25×10–4 1.93×10–3 2.97×103 25
[Zn2(L

4)2(CH3COO)2] 9.78×10–4 1.05×10–4 3.52×103 25

*Std. Error for 1, Vmax (MS–1)=9.37×10–7; Std. Error for Km (M)= 5.95×10–5

Figure 6. X- band EPR spectra of Zn-Schiff base complex in mixing with 3,5-
DTBC at 5 min, 60 min & 120 min in CH2Cl2 solution at 298 K.
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only when the Zn(II) complex is mixed with 3,5-DTBC, and
radical formation is most likely responsible for that oxidation as
reported by our group previously.[9b] This catalytic oxidation
reaction was also performed in the presence of a radical
scavenger, TEMPO (TEMPO=2,2,6,6-tetramethylpiperidinoxyl).
Addition of two equivalent of TEMPO to the methanolic
solution of catalyst assisted to stop the conversion from
catechol to quinone. This observation provided further support
that catalytic oxidation for catechol substrate based on this Zn
(II) complex is proceed through generation of radical in
solution. It was further observed that no catalytic oxidation
reactions are occured in an inert atmosphere and no formation
of 3,5-DTBQ has been detected.[25] However, exposure of the
reaction mixture in aerobic atmosphere, formation of 3,5-DTBQ
was noticed immediately. This particular observation helped us
to predict that molecular oxygen remains one of the active
reactants in this catalysis. In the catalytic cycle, catechol
converts to the semibenzoquinone radical in the first step of
catalysis and in the next step, release of quinone with
subsequent regeneration of the catalyst.

In order to gain further insight of this catalytic oxidation
reaction in a solution state, we have also recorded ESI-MS
spectrum of a 1:100 mixture of complex 1 and 3,5-DTBC in
methanol solvent,. The spectrum (Figure S6) exhibits a base
peak at m/z=243.21 (100%) that is assignable to the quinine-
sodium aggregate, [3,5-DTBQ� Na]+. The peak at m/z=642.85
corroborates the formation of substrate-catalyst adduct, [Zn(L)
(DTBC)] species as an intermediate (Figure S6).

To confirm the active participation of Schiff base, we have
also recorded EPR spectrum of Schiff base in presence of 3,5-
DTBC in CH2Cl2 at 298 K. This mixture also produced a signal at
g � 2.01 and strongly recommends about the active involve-
ment of Schiff base in the catalytic oxidation of 3,5-DTBC
during the course of catalysis (Figure 7). This observation

helped us to conclude that Schiff base in the Zn(II) complex is
the principal driving force for the generation of radical species
in the catalytic oxidation of 3,5-DTBC.

In order to detect the by product, we are able to detect I3
�

through spectrophotometrically and found the development of
the characteristic I3

� band at 353 nm (Figure S7). Furthermore,
to clarify the mechanistic pathway for the course of catalysis,
1HNMR was recorded for our diamagnetic Zn(II)-Schiff base
complex in presence of 3,5-DTBC in CDCl3 (Figure S8). Since the
course of reaction is a catalytic type, so we initially maintained
the ratio of concentration, [catalyst]: [substrate] as 1:100 and
recorded the 1HNMR of reaction mixture after 30 minutes of
mixing up to 15 ppm. Under this gravity of situation, 1HNMR
spectrum was totally dominated by the proton signal of the
substrate. In order to achieve the effective signal, the
concentration ratio was reduced to 1:10 for [catalyst]: [sub-
strate] in CDCl3 which produced characteristic proton signals
for semiquinone with unreacted substrate. Some of the
characteristics proton signals attached to 1° carbon and
methoxy-C corresponds to ligand backbone were also ap-
peared. However, no proton signals assignable to Ar� H /
-CH=N- of Schiff base were found in the spectrum. This
observation further suggests that radical generation on ligand
backbone during the course of catalysis made a substantial
shifting of Ar� H / -CH=N- in downfield and proton signals upto
15 ppm wasn’t detected in the spectrum. Thus combining
efforts from the EPR titration, in situ measurement of ESI� Ms
spectra, and 1HNMR spectrum for the zinc complex in presence
of DTBC substrate, now we are in a position to propose a
mechanistic route through which the catalytic cycles are
moving on (Scheme 3).

Figure 7. X- band EPR spectra of Schiff base in presence of 3,5-DTBC after
20 min in CH2Cl2 solution at 298 K.

Scheme 3. Proposed mechanistic route for the ligand-centered radical
activity by this Zn(II) complex
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So, the course of catalysis recommends that substrate, at
first, binds with catalyst (Zn(II)-Schiff base complex) and forms
a Catalyst-Substrate adduct. This adduct actually generate
semiquinone radical employing imine chromophore of Schiff
base ligand which consequently reacts with aerobic dioxygen
and produce quinone with hydrogen peroxide.

Conclusions

In summary, we have synthesized a new Zn(II)-Schiff base
complex, [Zn(L)(H2O)] (1). Single crystal X-ray analysis of this
compound defines its mono-nuclearity with the square
pyramidal geometry of the Zn(II) centre. The complex shows
good photo-luminescence property in methanolic solution and
lifetime measurement for this compound indicates its good
photo-stability at transient state. Upon catalytic addition of the
Zn(II) complex to the methanolic solution of DTBC under
aerobic atmosphere recommends that the Zn(II) compound, (1)
produces o-quinone species with significant turn over number,
kcat(h

–1)=7.99×102. EPR, ESI� Ms and 1HNMR spectral analyses
confirm that the course of catalysis proceeds through the
formation of Enzyme-Substrate adduct formation and gener-
ation of ligand-centric radical in the Zn(II) ion in Schiff base
ligand backbone remains the driving force behind this
significant catecholase activity. The theoretical studies through
computational modelling agree very well with the experimental
findings.

Supporting Information Summary:

CCDC 1835663 & 1835664 contain the supplementary
crystallographic data for 1 and 2. These data can be obtained
free of charge via http://www.ccdc.cam.ac.uk/conts/retrie-
ving.html or from the Cambridge Crystallographic Data
Centre, 12 Union Road, Cambridge CB2 1EZ, UK; fax: (+44)
1223–336-033; or e-mail: deposit@ccdc.cam.ac.uk. Experi-
mental information such as weak interactions, Details of
chemical sources, synthetic procedures, experimental and
theoretical measurements, crystal structure of catechol-
quinone adduct, UV-Vis, ESI-MS, IR, NMR spectra of 1, rate vs.
[substrate] plot, ESI MS spectra of 1 in presence of DTBC, UV-
Vis spectra of I3

–, 1HNMR spectra of 1 in presence of DTBC
were given here.
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A B S T R A C T

Herein, the synthesis and structural characterization and catalytic activity of a novel tetranuclear 

zinc(II)-Schiff base complex, [Zn4(L)2(µ3-OCH3)2(CH3OH)2].2CH3OH (1), [L = N,N′-bis(3-

methoxysalicylidene)-1,3-diamino-2-propanol] was presented. Single crystal X-ray diffraction 

structural analysis revealed that the tetra-zinc(II) cluster crystallized in a monoclinic system with 

P21/c space group. Interestingly, three different molecular bridges (methoxido-, alkoxido- and 

phenoxido-) simultaneously co-existed in assembling tetra-zinc(II) core, which was a very rare 

observation. To the best of our knowledge, this compound would be the first compound where a 

diverse coordination aspect was covered by a single solvent as terminal coordinator (CH3OH), 

bridging(µ3-CH3OH) and solvent for crystallization in the existing scientific literature. The 

compound showed good photo-stability and excellent luminescence property with higher lifetime 

at transition state in ethanol. This zinc(II) complex revealed crucial role as an effective catalytic 

system towards oxidation of 2-aminophenol (2-AP) in ethanol. Additionally, the tetra-zinc(II) 

complex displayed potential phenoxazinone synthase like activity with momentous turn over 

number, kcat(h-1) = 6.19×102 in ethanol under aerobic condition. ESI-MS and EPR spectral 

analysis of the reaction mixture between Zn(II) complex and 2-AP recommended that the course 

of catalysis proceeded through substrate-catalyst adduct formation and authenticated the radical 

mechanistic pathway in favour of oxidative coupling product. This tetranuclear zinc(II)-Schiff 
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base complex would be considered as the first example that catalyzed the oxidative coupling of 

2-aminophenol to aminophenoxazino compound under usual aerobic condition. As 

complementary, detailed quantum chemical computations, performed with density functional 

theory (DFT) were well corroborated with the experimental results. This was the first and rarest 

example where a tetrazinc(II)-Schiff base cluster exhibited catalytic oxidation of 2-AP through 

ligand centred radical activity.

Keywords:  Zinc(II); Schiff base; X-ray structure; Bio-mimicking study; Phenoxazinone synthase 

activity.

*Corresponding author: E-mail address: mr.bbiswas@rediffmail.com; 

icbbiswas@gmail.com
§On lien from: Department of Chemistry, Surendranath College, 24/2 M.G. Road, Kolkata 

700009, India,  

1. Introduction
Polymetallic cores containing atomic and/or molecular bridges based on first row transition 

metal ions (3d ions) with an organic backbone have drawn significant interest for their diverse 

applicability in modern science [1-3]. The investigation to design and construction of metallic 

clusters are growing on, not only for their stimulating structural aspects but also for their utility 

in developing the properties of electronic, optical, magnetic, and catalytic materials [4-6]. In all 

the transition metal ions, “zinc metal ion” remains one of the most fundamental contributors in 

the biological system and plays significant bio-functions in the living system. In this living 

world, nature controls elemental distribution in its own way and it is commonly observed that 

most of the fundamental basic processes are metal centric like Mg(II) in photosynthesis, 

Fe(II)/(III) in O2 transport phenomenon, Fe-Mo metal ions in N2 fixation etc. [7-9]. Therefore, 

designing of coordination compounds having the suitability to mimic the bio-functionalities of 

different metalloenzymes has become a serious challenge to the synthetic chemists. Bio-

mimicking activities will not only provide lots of important basic information about their bio-

functions but also lead to making a clarification of their mechanistic concern on such complex 

systems [10-12]. Zinc(II) Schiff base complexes are mostly treated as potential photo-active 

materials [13]. With a d10 electronic configuration, Zn(II) ions have a pronounced effect on their 

photo-physical properties. Unsaturation of coordination number at Zn(II) centre in several zinc 

mailto:mr.bbiswas@rediffmail.com
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complexes make it stronger Lewis acids. Other characteristic features of zinc(II) ions like Lewis 

acid activation, nucleophile origination, rapid ligand exchange, and stabilization of leaving 

group, make Zn(II) ion one of the most prevalent metal ion in material sciences [14,15].

       Di-, tri-, and polynuclear zinc(II) complexes have created a huge appeal for their existence 

in the range of important metalloenzymes[16,17] like alkaline phosphatases, zinc-dependent 

aminopeptidases, and metallo-β-lactamases. After surveying the importance of oxidation 

reactions in laboratory and industry, it is of paramount interest to evaluate efficient catalysts that 

enable the course of catalysis in an effective and selective way [18]. In this regards, a (N,O)-

donor polydentate Schiff base ligand, N,N′-bis(3-methoxysalicylidene)-1,3-diamino-2-propanol 

and its tetranuclear zinc(II)-Schiff base complex were synthesized. The compound showed good 

photo-luminescence properties in ethanol medium having higher lifetime span of the transition 

state. The structural features provided additional appeal to the synthetic chemists since a single 

solvent (methanol) covered diverse coordination aspects as terminal coordinator (CH3OH), 

bridging(µ3-CH3OH) and solvent for crystallization and played a significant role in clustering 

this tetranuclear zinc(II) core. This complex was employed as an effective catalytic system 

towards 2-aminophenol oxidation in EtOH which revealed a significant turn over number, kcat(h-

1) = 6.19×102 in ethanol in favour of oxidative coupling of 2-aminophenol. ESI-Ms and EPR 

spectral analysis of the reaction mixture between Zn(II) complex and 2-AP authenticated that the 

course of catalysis proceeded through substrate-catalyst adduct formation in combination with 

the generation of radical in the catalytic cycles.

2. Experimental Section

2.1. Preparation of the Schiff base ligand and complex                                                                                                                               
(a)    Chemicals, solvents and starting materials

High purity o-vanilin (Sigma, Germany), 2-hydroxy-1,3-diaminopropane (Aldrich, USA), 

zinc(II) sulphate hexahydrate (Merck, India), and all other solvents were purchased from the 

respective concerns and used as received. 2-aminophenol (2-AP) was procured from Sigma 

Aldrich Corporation (St. Louis, MO, USA). All other chemicals and solvents were of analytical 

grade and were used without further purification. 

 (b)   General Synthesis

The Schiff base, L was prepared following a reported literature [19]. To prepare the Schiff base 

ligand, 2-hydroxy-1,3-diaminopropane (0.0890 g, 1 mmol) was refluxed with o-vanilin (0.3046 
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g, 2 mmol) in 20 ml dehydrated alcohol for 6 hours and after 7-10 days yellowish orange 

coloured compound was isolated from solution, which was dried and stored in vaccuo over 

CaCl2 for subsequent use. Yield ~ 0.330 g (86%). Anal. Calc. for C19H22N2O5 (L): IR (KBr, cm-

1): 3365 (νOH), 1618 (νC=N), 1333, 1245 (νPhO); UV-Vis (λmax, nm): 255, 315, 403; 1H NMR (δ 

ppm, 400 Mz, DMSO-d6) δ = 13.55 (s, 1H), 9.92 (s, 1H), 9.92 (s, 1H), 7.26-6.90 (Ar-H, 6H), 

5.94 (s, 1H), 3.93 (s, 3H) ppm. [L+H+] m/z 359.16.

A methanolic solution (10 mL) of L (0.36 g, 1 mM) was added drop-wise to a methanolic 

solution (15 mL) of ZnSO4 (0.53 g, 2 mM) and was kept the reaction solution on a magnetic 

stirrer for 30 minutes. The bright yellow coloured solution was filtered and the supernatant liquid 

was kept in air for slow evaporation. Yield for 1: 0.37 g  (~69% for 1 based on metal salt).

 Anal. Calc. for C44H60N4O16Zn4 (1): C, 45.46; H, 5.20; N, 4.82. Found: C, 45.51; H, 5.17; N, 

4.89 %. IR (KBr, cm-1): 3557 (νOH),1637,1616 (νC=N); UV-Vis (λmax, Abs, nm, 10-4 M, EtOH): 

233 (0.83), 277 (1.10), 363 (0.132). [C40H44N4O12Zn4+H+], m/z 1035.13

2.2. Physical measurements

Infra-red spectrum (KBr) of the complex was recorded with a FTIR-8400S SHIMADZU 

spectrophotometer in the range 400-3600 cm–1. 1H NMR spectrum in DMSO-d6 was obtained on 

a Bruker Avance 300 MHz spectrometer at 25°C and was recorded at 299.948 MHz. Steady-state 

absorption spcetral measurements were carried out with a JASCO model V-730 UV-Vis 

spectrophotometer. Elemental analyses were performed on a Perkin Elmer 2400 CHN 

microanalyser. Electrospray ionization (ESI) mass spectrum was recorded on a Q-TOF MicroTM 

Mass Spectrometer. Steady-state fluorescence measurements were carried out with a Hitachi F-

7000 spectrofluorimeter. Molar conductivity measurement was operated using a Horiba LAQUA 

Benchtop DS70 conductivity meter. The X-band EPR spectra were recorded on a Magnettech 

GmbH MiniScope MS400 spectrometer (equipped with temperature controller TC H03), where 

the microwave frequency was measured with an FC400 frequency counter.

2.3. X-ray diffraction study

Single crystal X-ray diffraction data for 1 was collected using a Rigaku XtaLABmini (Fixed 

2Theta and Distance)  diffractometer equipped with Mercury375R (2x2 bin mode)  CCD 

detector. The data were collected with graphite monochromated Mo-Kα radiation (λ=0.71075 Å) 

at 100 K for 1 using  scans. The data were reduced using CrysAlisPro 1.171.38.46 (Reference 
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Rigaku Corporation: Tokyo,Japan) and the space group determination was done using Olex2. 

The structure was resolved by direct method and refined by full-matrix least-squares procedures 

using the SHELXL-97 software package using OLEX2 suite [20,21].  

2.4. Catalytic oxidation of 2-AP

In order to examine the phenoxazinone synthase activity, 1×10−4 M solution of 1 in EtOH was 

treated with 100 equiv. of 2-aminophenol (2-AP) under aerobic conditions at room temperature. 

Absorbance vs. wavelength (wavelength scans) of the solution was recorded at a regular time 

interval of 11 minutes for aminophenol oxidation in the wavelength range 300-800 nm. Kinetic 

experiments were performed spectrophotometrically [22,23]  with Zn(II) complex, 1 in presence 

of 2-AP in EtOH at 25°C. 0.04 mL solution of the complex, with a constant concentration of 

1×10-4 M, was added to 2 mL of 2-AP of a particular concentration (varying its concentration 

from 1×10-3 M to 1×10-2 M) to achieve the ultimate concentration of the complex as 1×10–4 M. 

The conversion of 2-AP to APX was monitored with time at wavelength of 434 nm (time scan) 

for 1 in EtOH. To determine the dependence of rate on substrate concentration, kinetic analyses 

were performed in triplicate. The phenoxazinone compound was separated in pure form by 

column chromatography using neutral alumina as column support and benzene-ethyl acetate as 

an eluant mixture. The compound was isolated in high yield (85% for 1) by slow evaporation of 

the eluant. The product was principally confirmed and identified by 1H NMR spectroscopy. 1H 

NMR data for 2-amino-3H-phenoxazine-3-one (APX), (CDCl3, 400 MHz,) δH: 7.61 (m, 1H), 

7.46 (m, 3H), 6.48 (s, 1H), 6.39 (s, 1H), 6.27 (s, 1H). 

2.5. Detection of the presence of hydrogen peroxide in the catalytic oxidation of 2-AP

To detect the formation of hydrogen peroxide during the catalytic reaction, we followed a 

reported method [22b]. Reaction mixtures were prepared as in the kinetic experiments. During 

the course of the oxidation reaction, the solution was acidified with H2SO4 to pH = 2 to stop 

further oxidation after a certain time and an equal volume of water was added. The formed APX 

was extracted three times with dichloromethane. To the aqueous layer were added 1 ml of a 10% 

solution of KI and three drops of a 3% solution of ammonium molybdate. The formation of I3
− 

could be monitored spectrophotometrically because of the development of the characteristic I3
− 

band (λmax= 353 nm). 
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2.6. Theoretical details

To provide theoretical justification, detailed quantum chemical computations were operated 

using Gaussian 09W programme suite [24] without considering any symmetrical restrictions. 

The molecular structure of Zn(II)-Schiff base complex was optimized in vacuum utilizing 

B3LYP theoretical model and 6-311G basis set [25,26]. Then, the optimized structure of vacuum 

was again optimized in ethanol (ε= 24.852) considering Integral Equation Formalism Polarisable 

Continuum Model (IEFPCM) [27] as solvent model to corroborate the theoretical outcomes with 

the experimental results. To ensure the optimized structures to be true minima, stability 

calculations were performed and the global minima was further reconfirmed with no imaginary 

frequency. The ground state (S0) and first singlet excited state (S1) calculations were 

accompanied with density functional theory (DFT) and with time-dependent density functional 

theory (TD-DFT) respectively. The theoretical UV-Vis and fluorescence spectra were calculated 

with Multiwfn software [28]. The details of theoretical methods could be found somewhere else 

[29].

3. Results and discussion

3.1. Synthesis and formulation
The tetra-zinc(II) complex was prepared in the form of single crystals by mixing of zinc(II) 

sulphate to the polydentate Schiff base ligand in 2:1 mole ratio in methanol medium. The 

structural formulation of 1 was determined by different analytical techniques including single 

crystal X-ray diffraction study. The unique function of methanol solvent was most significant in 

this synthesis. Replacement of methanol by other solvents like ethanol, acetonitrile, 

dichloromethane did not produce the tetra metallic core. Therefore, the exclusive selectivity of 

the tetra metallic core towards methanol solvent developed the novelty of this complex.

Scheme 1. Preparative procedure for zinc(II) complex.
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Controlled reactions exhibited that the tetra-zinc(II) Schiff base complex (1) could only be 

produced with zinc(II) sulphate with Schiff base ligand in methanol solvent. Other zinc(II) salts 

were not able to produce this compound in presence of Schiff base ligand.  

3.2. Description of crystal structure

Single crystal X-ray structure analysis revealed that neutral tetrazinc(II)-Schiff base complex 

was crystallized in a monoclinic system with P21/c space group. An ORTEP view of the 

asymmetric units of 1 was shown in Figure 1. The structural refinement parameters of 1 were 

listed in Table S1. Selected bond angles and bond distances of 1 were given in Table S2. The X-

ray crystal structure of the zinc(II)-Schiff base complex (Figure 1) actually existed as a neutral 

tetra metallic core, [Zn4(μ3-OCH3)2(L)2(CH3OH)2]. Each of the Zn(II) centre in tetranuclear 

Zn(II)-Schiff base cluster exists in an octahedral geometry. The structural description is given by 

X. Liu et al. [30b]

     The solvent methanol molecules acted a pivotal role in clustering four Zn(II) ions in 

association with two Schiff base ligands to a tetra metallic core through generation of methoxide 

ions (µ3-O6) in the reaction medium. Also, another two methanol molecules coordinated with 

Zn(II) ions and fulfilled the coordination environments around each of the Zn(II) centres. So, 

phenoxido-O, alkoxido-O and methoxido-O were the driving forces in organizing four Zn(II) 

ions in an open dicubane geometry, having Zn···Zn distances varying from 3.059 to 3.137 Å 

(Zn1···Zn2, 3.137 Å to Zn2···Zn1, 3.059 Å) (Figure 1). Furthermore, two [Zn2(L)] units were 

interlinked through two methoxide ions, in which each Zn3 triangular unit was bridged by an 

oxygen atom (O6, O6) from a μ3-OCH3 group. An extensive investigation was executed to 

compare structural aspects with other reported tetrazinc(II)-Schiff base complexes [30], but in 

reality few tetra-zinc(II)-Schiff base complexes were available in scientific literature. In 

comparison with one reported tetra-zinc(II)-Schiff base complex, it was found that, Zn…Zn 

internuclear distances in 1 vary from 3.059 to 3.137 Å while Zn…Zn distances were found 

within 3.12−3.23 Å reported by Y.-X. Sun et al. [30a]. An identical tetrazinc structure is 

previously reported by X. Liu et al. [30b].

Quantum mechanical calculations of the molecular structure of Zn(II)-Schiff base complex in the 

vacuum was also performed through density functional theory (DFT) method. The molecular 

structure for zinc(II) complex in vacuum was presented in Figure 2. The optimized structure 

displayed close resemblance with the crystal structure of the tetra zinc(II) compound. The 
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structure in vacuum also showed similar bond connectivity and structural features for the Schiff 

base ligand towards zinc(II) ions. The molecular bridges and coordination environment for 

zinc(II) ions remained almost identical. The inter-nuclear distances among the Zn(II) ions and 

the inter-nuclear angles were also in well agreement with the X-ray structure. The theoretical 

bond distances and bond angles of the optimized structure of 1 in vacuum along with the 

experimental crystal structure data were also compared in Table S2.

3.3. Experimental and theoretical views on the solution properties of Zn(II) complex
The structural rigidity of the tetranuclear Zn(II) compound in solution state was investigated by 

different analytical methods like steady-state absorption and emission study, molar conductivity, 

ESI mass spectral analysis. The Zn(II) compound was soluble in most of the polar solvents like 

ethanol, dichloromethane and water. 

The UV-Vis spectrum for the Zn(II) compound in ethanolic solution at room temperature 

showed characteristics absorption maxima's at 233, 277 and 363 nm (Table S3). High-intensity 

transitions at 233 and 277 nm were principally assignable to the * and n* electronic 

transitions of –C=N- chromophore of Schiff base ligand in ethanolic solution [31]. These 

electronic transitions resembled very well with other Zn(II)-Schiff base based transitions [31]. A 

broad and low-intensity transition at 363 nm indicates ligand to metal centre charge transition 

(LMCT) in the zinc(II)-Schiff complex.

TD-DFT was also performed to determine the electronic properties of Zn(II) compound in 

solution. With an aim to get a better view on the nature of optical spectrum of Zn(II)-Schiff base 

compound, we have performed TD-DFT studies. The theoretical UV-Vis spectrum was also in 

well accordance with the experimental observations (Table S2). The theoretical absorption and 

fluorescence spectra were in accordance with the experimental results. The theoretical absorption 

(λmax) maxima (278 nm) were very close to the experimental absorption maxima. In addition, the 

theoretical fluorescence spectra (λem = 480 nm) was also well corroborated the experimental 

findings ((λem = 476 nm). The electronic transitions in HOMOLUMO/ HOMO+1LUMO–1 

(Figure 3, Table S3) provide better insights to make a statement about the electronic activity in 

solution. It is well known that lower the energy gap associated with HOMO & LUMO higher 

will be the activity and consequently lower will be the stability of a molecule.
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The ESI-MS spectral analysis of 1 further confirms in favour of molecular integrity in solution 

for [Zn4(μ3-OCH3)2(L)2(CH3OH)2] (1). ESI mass spectrum of 1 in ethanolic solution displays the 

base peak at m/z 517.35 for [Zn2(L)(OCH3)+H+] (Figure S3) while another very important peak 

at m/z 1035.13 indicates the molecular ion peak in EtOH medium. The ESI-Ms of ethanolic 

solution of Zn(II) compound confirms its structural integrity in favour of [Zn4(μ3-OCH3)2(L)2] 

species in solution. 

With an aim to investigate detail insights in solution phase we further recorded molar 

conductance values for the Zn(II) compound in EtOH at room temperature. In order to 

investigate the solution stability of the zinc compound in ethanol medium, we carried out the 

measurement of molar conductivity at room temperature under aerobic condition. For this, we 

have taken solution of 1.10×10–3 M concentration and recorded molar conductance value as 5.7 

Scm2mol-1.  Molar conductance value of this compound strongly suggests non-electrolytic 

nature in ethanolic solution. 

3.4. Luminescence property with lifetime decay of the Zn(II) compound
The photoluminescence spectrum of the 1 (λex 277nm) in ethanol at 298 K was presented in 

Figure S1. The emission wavelength for Zn(II) compound in ethanolic solution is 476 nm 

(Figure S2) upon excitation on 277 nm. The excited state mean lifetime of the tera-zinc(II) 

cluster was found to be 1.67 ns. Time dependent photoluminescence decay profile for this 

complex was given in Figure 4. It was seen that the compound was quite stable in solution and 

stable in its tetrameric form in solution. It could be assumed that the peak was probably derived 

from the π*→ n or π*→ π transitions. The nature of emission, in this case, indicated the 

possibility of ligand-to-metal charge transfer [32].

3.5. Phenoxazinone Synthase activity of the tetra-zinc(II) complex and its mechanistic 

inferences
The aminophenol oxidation activity by the tetra-zinc(II) cluster (1) was investigated using 2-

aminophenol (2-AP) as a standard substrate in ethanol solvent under an aerobic condition at 

room temperature (25°C). To study this catalytic oxidation reaction, 1×10-4 M solution of Zn(II) 

complex was added to 1×10−2 M solution of 2-AP. The course of the catalytic reaction was 

monitored through UV–Vis spectrophotometer. After immediate mixing, a spectrophotometric 

scan was recorded with a time interval of 11 min for 3h. Common studies on 2-AP oxidation 

showed that 2-AP exhibits a high intensity single band at 267 nm [33] and we found same 
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results. With the progress of time in the spectrophotometric titration, it was seen that 

characteristic signal at 267 nm for 2-AP gradually disappeared in solution and concomitantly an 

initial new band with incremental absorbance at 434 nm appeared (Figure 5). The appearance of 

the band at 434 nm for this tetrazinc-Sciff base compound was a definite sign for the production 

of phenoxazinone species in solution[33].

Controlled experiments using 2-AP in ethanol solvent upto 3h under aerobic condition (Figure 

S4) was also performed. The yield of phenoxazinone compound under controlled experiments 

was too small in comparison with the yield of tetra-zinc based catalytic oxidation and thus, 

neglected. Under this circumstance, it was recommended that auto oxidation of 2-AP was 

responsible for the conversion of 2-AP to phenoxazinone in the controlled experiment. 

Kinetic studies of the catalytic oxidation of 2-AP were also performed to understand the catalytic 

efficacy for this tetrazinc-Sciff base compound. The kinetics of oxidative coupling of 2-AP under 

aerobic atmosphere were carried out following the method of initial rates. The growth of the 

phenoxazinone species in EtOH at 434 nm was monitored as a function of time (Figure S5) [34, 

36]. The concentration of the substrate versus rate constants was plotted which showed rate 

saturation kinetics. The kinetics was analyzed based on Michaelis-Menten approach of enzymatic 

kinetics. The values of the kinetics parameters for 1 are found as Vmax (Ms-1) = 1.72×10-5 (Std. 

error=1.6310-6); KM (M) = 3.23× 10-3 (Std. error=5.9810-4); kcat (h-1) = 6.19×102. We didn’t find 

a single tetra-zinc(II) complex in the scientific literature that exhibits aminophenol oxidation 

activity under aerobic condition. To the best of our knowledge, this tetranuclear zinc(II)-Schiff 

base complex would be the first and only example till date that catalyzed the oxidative coupling of 

2-aminophenol to aminophenoxazino compound under normal atmosphere with a significant 

turnover number.  For this cause, we couldn’t present a comparison of phenoxazinone synthase 

activity between our zinc-Sciff base complex with the few reported tetranuclar Zn(II)-Schiff base 

complex. The catalytic efficiency of the zinc complex for aminophenol oxidation was found high, 

kcat/KM = 1.91x105 and indicative of very good catalytic efficacy for this oxidation reaction. 

    Large number of scientific literatures were reviewed to explore the mechanistic insights of 

catalytic phenoxazinone activity of this zinc(II) complex. One of the renowned scientists, P. 

Chaudhury et al.[36a] modeled a tetra-copper complex for the mimicking of catalytic oxidation of 

2-aminophenol. He proposed that an “on-off” catalytic aspects of the radical  in association with 

redox behaviour of the metal centers play most significant role during six-electron oxidative 

coupling of 2-AP in the catalytic oxidative coupling of 2-AP. Furthermore, another renowned 
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scientist, T. P. Begley etal.[36b,c,d] recommended that catalytic function for the synthesis of 2-

aminophenoxazinone proceeds through a sequential three consecutive 2-electron aminophenol 

oxidations.

It was quite unprecedented that zinc complexes containing Schiff-base ligands displayed similar 

functional activities like a copper(II) based metalloenzyme, phenoxazinone synthase. Generally, 

it was seen that zinc ions were involved in the redox process with the two-electron transfer. So in 

order to elucidate the reason favoring aminophenol oxidation activity exhibited by this Zn(II)-

Schiff base complex, EPR study was carried out. The X−band EPR spectra for the solutions 

containing tetra-zinc(II) complex in presence and absence of 2-AP were separately recorded in 

CH2Cl2 at 298 K. The EPR spectra for the tetra-zinc cluster in presence of 2-AP are presented in 

Figure 6. Both of the EPR spectra for this Zn(II)-Schiff base complex and 2-AP under aerobic 

condition at 298 K remains silent and the compounds were considered as EPR inactive. Even 

mixing of different zinc(II) salts with 2-AP didn’t produce any signal in the EPR spectrum 

(Figure S6). The EPR spectra were recorded promptly upon mixing of ZnII complex with 2-AP in 

an inert atmosphere after 10 min, and 30 min time intervals. A nearly isotropic EPR signal at g ≈ 

2.01 was found in the solution mixture and shown in Figure 6. A control experiment, under 

identical experimental condition, was also performed and no characteristic signal for organic 

radical was detected from the mixture between different zinc(II) salts and 2-AP. Thus, EPR 

signal, which recommends the presence of radical species/species in solution, was a definite 

signature to confirm the generation of radical, only in presence of Zn(II)-Schiff base complex. 

Hence, the course of catalysis proceeds through the participation of ligand-centered radical 

species in solution. Therefore, generation of radical in the catalytic cycle was most likely 

responsible for that oxidative coupling of 2-aminophenol. To confirm this observation, the 

catalytic oxidation reaction was performed using a radical scavenger, TEMPO (TEMPO = 

2,2,6,6-tetramethylpiperidinoxyl). Addition of two equivalent of TEMPO to the ethanolic 

solution of catalyst stopped the catalytic conversion from 2-AP to APX. This investigation 

provided further consolidated that catalytic oxidation for 2-AP substrate only proceeded through 

generation of ligand centric radical in solution, only in presence of this tetra-ZnII complex. It was 

further observed that no catalytic oxidation reactions occurred in an inert atmosphere and no 

formation of APX was detected. However, exposure of the reaction mixture in aerobic 

atmosphere, formation of APX was noticed immediately. This particular observation helped us to 

predict that molecular oxygen remained one of the active reactants in the catalytic cycle. In the 
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catalytic cycle, 2-AP was converted into the imino-benzoquinone radical in the first step of 

catalysis. In the next step, the release of APX was occurred with subsequent regeneration of the 

active catalyst.

Survey of scientific literatures on phenoxazinone synthase activity by different metal complexes 

showed that the oxidative coupling product of 2-AP, in general, proceeded through 6e oxidation 

or radical generation pathway. However, in reality, in two or three cases, scientists were able to 

trap the radicals in the course of catalysis. Radical detection in solution was very difficult and 

this might probably due to faster disproportionate of the radical in solution. However, not a 

single zinc complex was reported earlier that shows such catalytic oxidative coupling of 2-AP 

under normal condition through radical generation in solution. We were lucky enough in this 

regards to able to detect the radical in the course of catalysis.

In order to gain further insight in this catalytic oxidation reaction in a solution state, ESI-MS 

spectra of a 1:100 mixture of complex 1 and 2-AP in ethanol solvent were also recorded. The 

spectrum (Figure S7) exhibited a base peak at m/z = 212.35 (100%) that was assignable to the 

quinine-sodium aggregate, [2-AP-H+]+. The peak at m/z = 1252.61 corroborated the formation of 

substrate-catalyst adduct, [Zn4(L)2(µ-OCH3)2(2-AP)2] species as an intermediate (Figure S7). 

Another important structural aspect for this tetra-zinc(II) cluster was also investigated. To study 

photo-stability for the zinc(II) complex, molar conductance value was recorded for 1×10-4 M 

ethanolic solution keeping the solution in UV-Vis cuvette with passing of UV light for 120 mins. 

Under this condition, the molar conductance value was found to be 11 Scm2mol-1 for 1. The 

photo-stability of the complex in presence of the substrate (2-AP) was also studied. During the 

spectrophotometric titration for 120 mins, we have collected the ethanolic solution of the mixture 

(catalyst with the substrate) from UV-Vis cuvette and recorded the molar conductance values for 

the compound. The molar conductance value for the mixture was found to be 17 Scm2mol-1 for 1. 

All these conductance values corresponded to the non-electrolyte nature of the solution. The 

molar conductance values at room temperature helped us to predict that the pure tetra-zin(II)-

Schiff base cluster were photo-stable in dry ethanol. We also tried to recycle this tetra-zinc(II) 

catalyst after the course of catalysis and were able to isolate the zinc catalyst in the form of tetra-

metallic core. ESI-Ms and UV-Vis spectra (Figures S8 & S9) in ethanolic medium further 

attested the confirmation about the structural solidity of the tetra-zinc cluster in solution. So, the 

recycled catalyst was found in its original form except the loss of terminal coordinated methanol 

molecules. 
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From the EPR titration, in situ measurement of ESI-Ms spectrum for the zinc complex in 

presence of 2-AP substrate, now we were in a position to propose a mechanistic route through 

which the catalytic cycles were moving on. In order to detect the by product, we were able to 

detect I3
-− through spectrophotometrically and found the development of the characteristic I3− 

band at 353 nm (Figure S10). Therefore, the course of catalysis indicated that substrate, at first, 

bound with catalyst (zinc-Schiff base complex) and formed a Catalyst-Substrate adduct. This 

adduct actually generated iminobenzoquinone radical employing imine chromophore of Schiff 

base ligand which consequently took part in oxidative coupling with another unit of 2-AP couple 

under aerobic atmosphere and produced phenoxazinone species in major amount  with hydrogen 

peroxide. 

4. Conclusion
In summary, a novel tetranuclear zinc(II)-Schiff base complex, [Zn4(L)2(µ3-

OCH3)2(CH3OH)2].2CH3OH (1) in the form of single crystals was synthesized. Single crystal X-

ray structural analysis revealed that 1 crystallized in monoclinic system with P21/c space group 

and exhibited stimulating structural features. This was the first zinc(II)-Schiff base compound 

where methanol solvent contributed significantly in assembling tetrazinc(II) core covering with 

diverse coordination aspects as terminal coordinator (CH3OH), bridging(µ3-CH3OH) ligand and 

solvent for crystallization. This tetrazinc(II) structure was on the centre of inversion and three 

different molecular bridges (methoxido-, alkoxido- and phenoxido-) simultaneously coexist in 

the structure. The compound showed good photo-stability and excellent luminescence property 

with higher lifetime at transition state in ethanol. The compound showed good photo-

luminescence property with higher lifetime (1.67 ns) at transition state in ethanol medium. This 

zinc(II) complex was also evaluated as an effective catalytic system towards oxidation of 2-

aminophenol (2-AP) in ethanol. The tetrazinc(II) complex displayed good phenoxazinone 

synthase like activity with significant turn over, kcat(h-1) = 6.19×102 in ethanol under aerobic 

condition. ESI-Ms and EPR spectral analysis of the reaction mixture between Zn(II) complex 

and 2-AP recommended that the course of catalysis proceeded through substrate-catalyst adduct 

formation and generation of radical was the driving force for oxidative coupling of 2-AP. Most 

importantly, iminobenzoquinone radicals were very fast to disproportionate and extremely 

difficult to detect. In the true sense, this was the first and only example where a tetrazinc(II)-

Schiff base cluster exhibited catalytic oxidation of 2-AP through ligand centred radical activity. 

Further, DFT outcomes results were in well agreement with the experimental observations.
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Supplementary data
Supplementary crystallographic data are available free of charge from The Director, CCDC, 12 

Union Road, Cambridge, CB2 1EZ, UK (fax: +44-1223-336033; E-mail: 

deposit@ccdc.cam.ac.uk or www: http://www.ccdc.cam.ac.uk) upon request, quoting deposition 

number CCDC 1840633. Experimental information such IR, UV-Vis & photo-luminescence 

spectra, ESI mass spectra, rate vs. [substrate] plot, bond distance, & bond angle parameters are 

given here.
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Fig.1. An ellipsoid plot (30% probability) of [Zn4(L)2(µ3-OCH3)2(CH3OH)2].2CH3OH (1)  with 

atom numbering scheme.

Fig.2. Optimized molecular structure of [Zn4(L)2(µ3-OCH3)2(CH3OH)2] in vacuum using 

DFT/B3LYP/6-311G theoretical model.
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Fig.3. Images of the frontier molecular orbital's of 1 computed using B3LYP/6-311G theoretical 

method and IEFPCM/ethanol solvent model.

Fig.4. Time dependent photoluminescence decay profile for zinc(II) complex in EtOH
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Fig.5. Growth of phenoxazinone species at 434 nm upon addition of 10-4 M zinc complex (1) to 

100 equivalents of 2-AP under aerobic condition in ethanol at 25 0C. The spectra were recorded 

after every 11 min. Inset: Time vs Absorbance plot.

Fig.6. X-band EPR spectra of Zn-Schiff base complex in mixing with 2-AP at 10 min & 30 min 

in CH2Cl2 solution at 298 K.
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